Routing Information Protocol (RIP)


The Routing Information Protocol (RIP) is a relatively old, but still commonly used, interior gateway protocol (IGP) created for use in small, homogeneous networks. It is a classical distance-vector routing protocol. RIP is documented in RFC 1058. 

RIP uses broadcast User Datagram Protocol (UDP) data packets to exchange routing information. The Cisco IOS software sends routing information updates every 30 seconds; this process is termed advertising. If a router does not receive an update from another router for 180 seconds or more, it marks the routes served by the nonupdating router as being unusable. If there is still no update after 240 seconds, the router removes all routing table entries for the nonupdating router. 

The metric that RIP uses to rate the value of different routes is hop count. The hop count is the number of routers that can be traversed in a route. A directly connected network has a metric of zero; an unreachable network has a metric of 16. This small range of metrics makes RIP an unsuitable routing protocol for large networks. 

If the router has a default network path, RIP advertises a route that links the router to the pseudonetwork 0.0.0.0. The network 0.0.0.0 does not exist; RIP treats 0.0.0.0 as a network to implement the default routing feature. The Cisco IOS software will advertise the default network if a default was learned by RIP, or if the router has a gateway of last resort and RIP is conﬁgured with a default metric. 

RIP sends updates to the interfaces in the speciﬁed networks. If an interface’s network is not speciﬁed, it will not be advertised in any RIP update. 

Cisco’s implementation of RIP Version 2 supports plain text and MD5 authentication, route summarization, classless interdomain routing (CIDR), and variable-length subnet masks (VLSMs). 
Enable RIP 

To enable RIP, use the following commands, starting in global conﬁguration mode: 

	Step 
	Command 
	Purpose 

	1 
	router rip 
	Enable a RIP routing process, which places you in router conﬁguration mode.

	2 
	network network-number 
	Associate a network with a RIP routing process.


Allow Unicast Updates for RIP 

Because RIP is normally a broadcast protocol, in order for RIP routing updates to reach nonbroadcast networks, you must conﬁgure the Cisco IOS software to permit this exchange of routing information. To do so, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	neighbor ip-address 
	Deﬁne a neighboring router with which to exchange routing information. 


To control the set of interfaces with which you want to exchange routing updates, you can disable the sending of routing updates on speciﬁed interfaces by conﬁguring the passive-interface command. 
Apply Offsets to Routing Metrics 

An offset list is the mechanism for increasing incoming and outgoing metrics to routes learned via RIP. This is done to provide a local mechanism for increasing the value of routing metrics. Optionally, you can limit the offset list with either an access list or an interface. To increase the value of routing metrics, use the following command in router conﬁguration mode: 

	Command 
 
	Purpose
 

	offset-list [access-list-number | name] {in | out} offset [type number] 
	Apply an offset to routing metrics.


Adjust Timers 

Routing protocols use several timers that determine such variables as the frequency of routing updates, the length of time before a route becomes invalid, and other parameters. You can adjust these timers to tune routing protocol performance to better suit your internetwork needs. You can make the following timer adjustments: 

• The rate (time in seconds between updates) at which routing updates are sent 

• The interval of time (in seconds) after which a route is declared invalid 

• The interval (in seconds) during which routing information regarding better paths is suppressed 

• The amount of time (in seconds) that must pass before a route is removed from the routing table 

• The amount of time for which routing updates will be postponed 

It also is possible to tune the IP routing support in the software to enable faster convergence of the various IP routing algorithms, and, hence, quicker fallback to redundant routers. The total effect is to minimize disruptions to end users of the network in situations where quick recovery is essential. 

To adjust the timers, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	timers basic update invalid holddown ﬂush [sleeptime]
	Adjust routing protocol timers.


Specify a RIP Version 

Cisco’s implementation of RIP Version 2 supports authentication, key management, route summarization, classless interdomain routing (CIDR), and variable-length subnet masks (VLSMs). Key management and VLSM are described in the chapter “Conﬁguring IP Routing Protocol-Independent Features.” 

By default, the software receives RIP Version 1 and Version 2 packets, but sends only Version 1 packets. You can conﬁgure the software to receive and send only Version 1 packets. Alternatively, you can conﬁgure the software to receive and send only Version 2 packets. To do so, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	version {1 | 2} 
	Conﬁgure the software to receive and send only RIP Version 1 or only RIP Version 2 packets.


Enable RIP Authentication 

The preceding task controls the default behavior of RIP. You can override that behavior by conﬁguring a particular interface to behave differently. To control which RIP version an interface sends, use one of the following commands in interface conﬁguration mode: 

	Command 
	Purpose 

	ip rip send version 1 
	Conﬁgure an interface to send only RIP Version 1 packets.

	ip rip send version 2 
	Conﬁgure an interface to send only RIP Version 2 packets.

	ip rip send version 1 2 
	Conﬁgure an interface to send RIP Version 1 and Version 2 packets.


Similarly, to control how packets received from an interface are processed, use one of the following commands in interface conﬁguration mode: 

	Command 
	Purpose 

	ip rip receive version 1 
	Conﬁgure an interface to accept only RIP Version 1 packets. 

	ip rip receive version 2 
	Conﬁgure an interface to accept only RIP Version 2 packets. 

	ip rip receive version 1 2 
	Conﬁgure an interface to accept either RIP Version 1 or 2 packets. 


Enable RIP Authentication 

RIP Version 1 does not support authentication. If you are sending and receiving RIP Version 2 packets, you can enable RIP authentication on an interface. 

The key chain determines the set of keys that can be used on the interface. If a key chain is not conﬁgured, no authentication is performed on that interface, not even the default authentication. Therefore, you must also perform the tasks in the section “Manage Authentication Keys” in the “Conﬁguring IP Routing Protocol-Independent Features” chapter. 

We support two modes of authentication on an interface for which RIP authentication is enabled: plain text authentication and MD5 authentication. The default authentication in every RIP Version 2 packet is plain text authentication. 

Note Do not use plain text authentication in RIP packets for security purposes, because the unencrypted authentication key is sent in every RIP Version 2 packet. Use plain text authentication when security is not an issue, for example, to ensure that misconﬁgured hosts do not participate in routing. 

To conﬁgure RIP authentication, use the following commands in interface conﬁguration mode: 

	Step 
	Command 
	Purpose 

	1 
	ip rip authentication key-chain name-of-chain
	Enable RIP authentication. 

	2 
	ip rip authentication mode {text | md5} 
	Conﬁgure the interface to use MD5 digest authentication (or let it default to plain text authentication).

	3 
	See the section “Manage Authentication 
	Perform the authentication key management tasks. 


Disable Route Summarization 

RIP Version 2 supports automatic route summarization by default. The software summarizes subpreﬁxes to the classful network boundary when crossing classful network boundaries. 

If you have disconnected subnets, disable automatic route summarization to advertise the subnets. When route summarization is disabled, the software transmits subnet and host routing information across classful network boundaries. To disable automatic summarization, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	no auto-summary 
	Disable automatic summarization.


Run IGRP and RIP Concurrently 

It is possible to run IGRP and RIP concurrently. The IGRP information will override the RIP information by default because of IGRP’s administrative distance. 

However, running IGRP and RIP concurrently does not work well when the network topology changes. Because IGRP and RIP have different update timers, and because they require different amounts of time to propagate routing updates, one part of the network will end up believing IGRP routes and another part will end up believing RIP routes. This will result in routing loops. Even though these loops do not exist for very long, the time to live (TTL) will quickly reach zero, and ICMP will send a “TTL exceeded” message. This message will cause most applications to stop attempting network connections. 
Disable the Validation of Source IP Addresses 

By default, the software validates the source IP address of incoming RIP routing updates. If that source address is not valid, the software discards the routing update. 

You might want to disable this feature if you have a router that is “off network” and you want to receive its updates. However, disabling this feature is not recommended under normal circumstances. To disable the default function that validates the source IP addresses of incoming routing updates, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	no validate-update-source 
	Disable the validation of the source IP address of incoming RIP routing updates. 


Enable or Disable Split Horizon 

Normally, routers that are connected to broadcast-type IP networks and that use distance-vector routing protocols employ the split horizon mechanism to reduce the possibility of routing loops. Split horizon blocks information about routes from being advertised by a router out of any interface from which that information originated. This behavior usually optimizes communications among multiple routers, particularly when links are broken. However, with nonbroadcast networks (such as Frame Relay and SMDS), situations can arise for which this behavior is less than ideal. For these situations, you might want to disable split horizon. This applies to IGRP and RIP. 

If an interface is conﬁgured with secondary IP addresses and split horizon is enabled, updates might not be sourced by every secondary address. One routing update is sourced per network number unless split horizon is disabled. 

To enable or disable split horizon, use one of the following commands in interface conﬁguration mode: 

	Command 
	Purpose 

	ip split-horizon 
	Enable split horizon. 

	no ip split-horizon 
	Disable split horizon. 


Split horizon for Frame Relay and SMDS encapsulation is disabled by default. Split horizon is not disabled by default for interfaces using any of the X.25 encapsulations. For all other encapsulations, split horizon is enabled by default. 

See the “Split Horizon Examples” section at the end of this chapter for examples of using split horizon. 

Note In general, changing the state of the default is not recommended unless you are certain that your application requires making a change in order to advertise routes properly. Remember: If split horizon is disabled on a serial interface (and that interface is attached to a packet-switched network), you must disable split horizon for all routers in any relevant multicast groups on that network. 
Conﬁgure Interpacket Delay 

By default, the software adds no delay between packets in a multiple-packet RIP update being sent. If you have a high-end router sending to a low-speed router, you might want to add such interpacket delay to RIP updates, in the range of 8 to 50 milliseconds. To do so, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	output-delay delay 
	Add interpacket delay for RIP updates sent. 


ip rip triggered
Triggered extensions to Routing Information Protocol (RIP) increase efficiency on point−to−point, serial links. 

Triggered extensions help avoid two common problems with using RIP to connect to a WAN:

· Periodic broadcasting by RIP can prevent WAN circuits from being closed.

· Even on fixed, point−to−point links, the overhead of periodic RIP transmissions can seriously interrupt normal data transfer.

When you enable triggered extensions to RIP, routing updates are transmitted on the WAN only if one of the following events occurs:

· The router receives a specific request for a routing update, which causes the full database to be sent.

· Information from another interface modifies the routing database, which causes only the latest changes to be sent.

· The interface comes up or goes down, which causes a partial database to be sent.

· The router is powered on for the first time to ensure that at least one update is sent, which causes the full database to be sent.

To enable this feature, use the ip rip triggered interface configuration command on both the sides of the link
	Command
	Purpose

	ip rip triggered
	Enable triggered routing updates.


Troubleshooting RIP
	Command
	Purpose

	show ip route
	Displays the current state of the routing table.

	show ip rip database
	Displays summary address entries in the RIP routing database entries if relevant routes are being summarized based upon a summary address.

	debug ip rip events
	Displays information on RIP routing transactions.


IGRP is a dynamic distance-vector routing protocol designed by Cisco in the mid-1980s for routing in an autonomous system that contains large, arbitrarily complex networks with diverse bandwidth and delay characteristics. 

IGRP uses a combination of user-conﬁgurable metrics, including internetwork delay, bandwidth, reliability, and load. 

IGRP also advertises three types of routes: interior, system, and exterior, as shown in Figure18.Interior routes are routes between subnets in the network attached to a router interface. If the network attached to a router is not subnetted, IGRP does not advertise interior routes. 

System routes are routes to networks within an autonomous system. The Cisco IOS software derives system routes from directly connected network interfaces and system route information provided by other IGRP-speaking routers or access servers. System routes do not include subnet information. 

Exterior routes are routes to networks outside the autonomous system that are considered when identifying a gateway of last resort. The Cisco IOS software chooses a gateway of last resort from the list of exterior routes that IGRP provides. The software uses the gateway (router) of last resort if it does not have a better route for a packet and the destination is not a connected network. If the autonomous system has more than one connection to an external network, different routers can choose different exterior routers as the gateway of last resort. 

Figure 18 
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IGRP Updates 

By default, a router running IGRP sends an update broadcast every 90 seconds. It declares a route inaccessible if it does not receive an update from the ﬁrst router in the route within 3 update periods (270 seconds). After 7 update periods (630 seconds), the Cisco IOS software removes the route from the routing table. 

IGRP uses ﬂash update and poison reverse updates to speed up the convergence of the routing algorithm. Flash update is the sending of an update sooner than the standard periodic update interval of notifying other routers of a metric change. Poison reverse updates are intended to defeat larger routing loops caused by increases in routing metrics. The poison reverse updates are sent to remove a route and place it in holddown, which keeps new routing information from being used for a certain period of time.

Create the IGRP Routing Process 

To create the IGRP routing process, use the following required commands starting in global conﬁguration mode: 

	Step 
	Command 
	Purpose 

	1 
	router igrp autonomous-system 
	Enable an IGRP routing process, which places you in router conﬁguration mode.

	2 
	network network-number 
	Associate networks with an IGRP routing process.


IGRP sends updates to the interfaces in the speciﬁed networks. If an interface’s network is not speciﬁed, it will not be advertised in any IGRP update. 

It is not necessary to have a registered autonomous system number to use IGRP. If you do not have a registered number, you are free to create your own. We recommend that if you do have a registered number, you use it to identify the IGRP process. 
Apply Offsets to Routing Metrics 

An offset list is the mechanism for increasing incoming and outgoing metrics to routes learned via IGRP. This is done to provide a local mechanism for increasing the value of routing metrics. Optionally, you can limit the offset list with either an access list or an interface. To increase the value of routing metrics, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	offset-list [access-list-number | name] {in | out} offset [type number]
	Apply an offset to routing metrics. 


Allow Unicast Updates for IGRP 

Because IGRP is normally a broadcast protocol, in order for IGRP routing updates to reach nonbroadcast networks, you must conﬁgure the Cisco IOS software to permit this exchange of routing information. 

To permit information exchange, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	neighbor ip-address 
	Deﬁne a neighboring router with which to exchange routing information.


To control the set of interfaces with which you want to exchange routing updates, you can disable the sending of routing updates on speciﬁed interfaces by conﬁguring the passive-interface command. 
Deﬁne Unequal-Cost Load Balancing 

IGRP can simultaneously use an asymmetric set of paths for a given destination. This feature is known as unequal-cost load balancing. Unequal-cost load balancing allows trafﬁc to be distributed among multiple (up to four) unequal-cost paths to provide greater overall throughput and reliability. Alternate path variance (that is, the difference in desirability between the primary and alternate paths) is used to determine the feasibility of a potential route. An alternate route is feasible if the next router in the path is closer to the destination (has a lower metric value) than the current router and if the metric for the entire alternate path is within the variance. Only paths that are feasible can be used for load balancing and included in the routing table. These conditions limit the number of cases in which load balancing can occur, but ensure that the dynamics of the network will remain stable. 

The following general rules apply to IGRP unequal-cost load balancing: 

· IGRP will accept up to four paths for a given destination network. 

· The local best metric must be greater than the metric learned from the next router; that is, the next-hop router must be closer (have a smaller metric value) to the destination than the local best metric. 

· The alternative path metric must be within the speciﬁed variance of the local best metric. The multiplier times the local best metric for the destination must be greater than or equal to the metric through the next router. 

If these conditions are met, the route is deemed feasible and can be added to the routing table. 

By default, the amount of variance is set to one (equal-cost load balancing). You can deﬁne how much worse an alternate path can be before that path is disallowed by using the following command in router conﬁguration mode: 

	Command
	Purpose 

	variance multiplier
	Deﬁne the variance associated with a particular path. 


Note: By using the variance feature, the Cisco IOS software can balance trafﬁc across all feasible paths and can immediately converge to a new path if one of the paths should fail. 

Control Trafﬁc Distribution 

If variance is conﬁgured as described in the preceding section “Deﬁne Unequal-Cost LoadBalancing,” IGRP or Enhanced IGRP will distribute trafﬁc among multiple routes of unequal cost to the same destination. If you want to have faster convergence to alternate routes, but you do not want to send trafﬁc across inferior routes in the normal case, you might prefer to have no trafﬁc ﬂow along routes with higher metrics. 
To control how trafﬁc is distributed among multiple routes of unequal cost, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	trafﬁc-share {balanced | min} 
	Distribute trafﬁc proportionately to the ratios of metrics, or by the minimum-cost route.


Adjust the IGRP Metric Weights 

You have the option of altering the default behavior of IGRP routing and metric computations. This allows, for example, tuning system behavior to allow for transmissions via satellite. Although IGRP metric defaults were carefully selected to provide excellent operation in most networks, you can adjust the IGRP metric. Adjusting IGRP metric weights can dramatically affect network performance, however, so ensure that you make all metric adjustments carefully. 

To adjust the IGRP metric weights, use the following command in router conﬁguration mode. Because of the complexity of this command, we recommend that you only use it with guidance from an experienced system designer. 

	Command 
	Purpose

	metric weights tos k1 k2 k3 k4 k5
	Adjust the IGRP metric.


By default, the IGRP composite metric is a 24-bit quantity that is a sum of the segment delays and the lowest segment bandwidth (scaled and inverted) for a given route. For a network of homogeneous media, this metric reduces to a hop count. For a network of mixed media (FDDI, Ethernet, and serial lines running from 9600 bps to T1 rates), the route with the lowest metric reﬂects the most desirable path to a destination. 
Adjust Timers 

Routing protocols use several timers that determine such variables as the frequency of routing updates, the length of time before a route becomes invalid, and other parameters. You can adjust these timers to tune routing protocol performance to better suit your internetwork needs. You can make the following timer adjustments: 

• The rate (time in seconds between updates) at which routing updates are sent 

• The interval of time (in seconds) after which a route is declared invalid 

• The interval (in seconds) during which routing information regarding better paths is suppressed 

• The amount of time (in seconds) that must pass before a route is removed from the routing table 

• The amount of time for which routing updates will be postponed 

It also is possible to tune the IP routing support in the software to enable faster convergence of the various IP routing algorithms, and, hence, quicker fallback to redundant routers. The total effect is to minimize disruptions to end users of the network in situations where quick recovery is essential. 

To adjust the timers, use the following command in router conﬁguration mode: 

	Command 
	Purpose

	timers basic update invalid holddown ﬂush [sleeptime]
	Adjust routing protocol timers.


Disable Holddown 

When the Cisco IOS software learns that a network is at a greater distance than was previously known, or it learns the network is down, the route to that network is placed in holddown. During the holddown period, the route is advertised, but incoming advertisements about that network from any router other than the one that originally advertised the network’s new metric will be ignored. This mechanism is often used to help avoid routing loops in the network, but has the effect of increasing the topology convergence time. 

To disable holddowns with IGRP, use the following command in router conﬁguration mode. All devices in an IGRP autonomous system must be consistent in their use of holddowns. 

	Command 
	Purpose 

	no metric holddown 
	Disable the IGRP holddown period. 


Enforce a Maximum Network Diameter 

The Cisco IOS software enforces a maximum diameter to the IGRP network. Routes whose hop counts exceed this diameter are not advertised. The default maximum diameter is 100 hops. The maximum diameter is 255 hops. 

To conﬁgure the maximum diameter, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	metric maximum-hops hops 
	Conﬁgure the maximum network diameter. 


Validate of Source IP Addresses 

By default, the system validates the source IP addresses of incoming IGRP routing updates. To disable this function, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	no validate-update-source 
	Disable the checking and validation of the source IP address of incoming routing updates.


Enable or Disable Split Horizon 

Normally, routers that are connected to broadcast-type IP networks and that use distance-vector routing protocols employ the split horizon mechanism to reduce the possibility of routing loops. Split horizon blocks information about routes from being advertised by a router out of any interface from which that information originated. This behavior usually optimizes communications among multiple routers, particularly when links are broken. However, with nonbroadcast networks (such as Frame Relay and SMDS), situations can arise for which this behavior is less than ideal. For these situations, you might want to disable split horizon. This applies to IGRP and RIP. 

If an interface is conﬁgured with secondary IP addresses and split horizon is enabled, updates might not be sourced by every secondary address. One routing update is sourced per network number unless split horizon is disabled. 

To enable or disable split horizon, use one of the following commands in interface conﬁguration mode: 

	Command 
	Purpose 

	ip split-horizon 
	Enable split horizon. 

	no ip split-horizon 
	Disable split horizon. 


Split horizon for Frame Relay and SMDS encapsulation is disabled by default. Split horizon is not disabled by default for interfaces using any of the X.25 encapsulations. For all other encapsulations, split horizon is enabled by default. 

Note In general, changing the state of the default is not recommended unless you are certain that your application requires making a change in order to advertise routes properly. Remember: If split horizon is disabled on a serial interface (and that interface is attached to a packet-switched network), you must disable split horizon for all routers in any relevant multicast groups on that network. 
Enhanced IGRP is an enhanced version of the IGRP developed by Cisco Systems, Inc. Enhanced IGRP uses the same distance vector algorithm and distance information as IGRP. However, the convergence properties and the operating efﬁciency of Enhanced IGRP have improved signiﬁcantly over IGRP. 

The convergence technology is based on research conducted at SRI International and employs an algorithm referred to as the Diffusing Update Algorithm (DUAL). This algorithm guarantees loop-free operation at every instant throughout a route computation and allows all devices involved in a topology change to synchronize at the same time. Routers that are not affected by topology changes are not involved in recomputations. The convergence time with DUAL rivals that of any other existing routing protocol. 

Cisco’s IP Enhanced IGRP Implementation 

IP Enhanced IGRP provides the following features: 

•
Automatic redistribution—IP IGRP routes can be automatically redistributed into Enhanced IGRP, and IP Enhanced IGRP routes can be automatically redistributed into IGRP. If desired, you can turn off redistribution. You can also completely turn off IP Enhanced IGRP and IP IGRP on the router or on individual interfaces. 

•
Increased network width—With IP RIP, the largest possible width of your network is 15 hops. When IP Enhanced IGRP is enabled, the largest possible width is 224 hops. Because the Enhanced IGRP metric is large enough to support thousands of hops, the only barrier to expanding the network is the transport layer hop counter. Cisco works around this problem by incrementing the transport control ﬁeld only when an IP packet has traversed 15 routers and the next hop to the destination was learned by way of Enhanced IGRP. When a RIP route is being used as the next hop to the destination, the transport control ﬁeld is incremented as usual. 

Note Redistribution between EIGRP and IGRP differs from normal redistribution in that the metrics of IGRP routes are compared with the metrics of external EIGRP routes. The rules of normal administrative distances are not followed, and routes with the lowest metric are selected. 

Enhanced IGRP offers the following features: 

•
Fast convergence—The DUAL algorithm allows routing information to converge as quickly as any currently available routing protocol. 

•
Partial updates—Enhanced IGRP sends incremental updates when the state of a destination changes, instead of sending the entire contents of the routing table. This feature minimizes the bandwidth required for Enhanced IGRP packets. 

•
Less CPU usage than IGRP—This occurs because full update packets do not have to be processed each time they are received. 

•
Neighbor discovery mechanism—This is a simple hello mechanism used to learn about neighboring routers. It is protocol-independent. 

•
Variable-length subnet masks 

•
Arbitrary route summarization 

• Scaling—Enhanced IGRP scales to large networks. Enhanced IGRP has the following four basic components: 

•
Neighbor discovery/recovery 

•
Reliable transport protocol 

•
DUAL ﬁnite state machine 

•
Protocol-dependent modules 

Neighbor discovery/recovery is the process that routers use to dynamically learn of other routers on their directly attached networks. Routers must also discover when their neighbors become unreachable or inoperative. Neighbor discovery/recovery is achieved with low overhead by periodically sending small hello packets. As long as hello packets are received, the Cisco IOS software can determine that a neighbor is alive and functioning. Once this status is determined, the neighboring routers can exchange routing information. 

The reliable transport protocol is responsible for guaranteed, ordered delivery of Enhanced IGRP packets to all neighbors. It supports intermixed transmission of multicast and unicast packets. Some Enhanced IGRP packets must be transmitted reliably and others need not be. For efﬁciency, reliability is provided only when necessary. For example, on a multiaccess network that has multicast capabilities (such as Ethernet) it is not necessary to send hellos reliably to all neighbors individually. Therefore, Enhanced IGRP sends a single multicast hello with an indication in the packet informing the receivers that the packet need not be acknowledged. Other types of packets (such as updates) require acknowledgment, and this is indicated in the packet. The reliable transport has a provision to send multicast packets quickly when there are unacknowledged packets pending. Doing so helps ensure that convergence time remains low in the presence of varying speed links. 

The DUAL ﬁnite state machine embodies the decision process for all route computations. It tracks all routes advertised by all neighbors. DUAL uses the distance information (known as a metric) to select efﬁcient, loop-free paths. DUAL selects routes to be inserted into a routing table based on feasible successors. A successor is a neighboring router used for packet forwarding that has a least-cost path to a destination that is guaranteed not to be part of a routing loop. When there are no feasible successors but there are neighbors advertising the destination, a recomputation must occur.

This is the process whereby a new successor is determined. The amount of time it takes to recompute the route affects the convergence time. Recomputation is processor-intensive; it is advantageous to avoid recomputation if it is not necessary. When a topology change occurs, DUAL will test for feasible successors. If there are feasible successors, it will use any it ﬁnds in order to avoid unnecessary recomputation. 

The protocol-dependent modules are responsible for network layer protocol-speciﬁc tasks. An example is the IP Enhanced IGRP module, which is responsible for sending and receiving Enhanced IGRP packets that are encapsulated in IP. It is also responsible for parsing Enhanced IGRP packets and informing DUAL of the new information received. IP Enhanced IGRP asks DUAL to make routing decisions, but the results are stored in the IP routing table. Also, IP Enhanced IGRP is responsible for redistributing routes learned by other IP routing protocols. 

Enable IP Enhanced IGRP 

To create an IP Enhanced IGRP routing process, use the following commands, beginning in global conﬁguration mode: 

	Step 
	Command 
	Purpose 

	1 
	router eigrp autonomous-system 
	Enable an IP Enhanced IGRP routing process in global conﬁguration mode.

	2 
	network network-number 
	Associate networks with an IP Enhanced IGRP routing process in router conﬁguration mode.


IP Enhanced IGRP sends updates to the interfaces in the speciﬁed networks. If you do not specify an interface’s network, it will not be advertised in any IP Enhanced IGRP update. 

Transition from IGRP to Enhanced IGRP 

If you have routers on your network that are conﬁgured for IGRP, and you want to make a transition to routing Enhanced IGRP, you must designate transition routers that have both IGRP and Enhanced IGRP conﬁgured. In these cases, perform the tasks as noted in the previous section, “Enable IPEnhanced IGRP,” and also read the chapter, “Conﬁguring IGRP” in this document. You must use the same autonomous system number in order for routes to be redistributed automatically. 

Log Enhanced IGRP Neighbor Adjacency Changes 

You can enable the logging of neighbor adjacency changes to monitor the stability of the routing system and to help you detect problems. By default, adjacency changes are not logged. To enable such logging, use the following command in global conﬁguration mode: 

	Command 
	Purpose 

	eigrp log-neighbor-changes 
	Enable logging of Enhanced IGRP neighbor adjacency changes.


Conﬁgure the Percentage of Link Bandwidth Used 

By default, Enhanced IGRP packets consume a maximum of 50 percent of the link bandwidth, as conﬁgured with the bandwidth interface conﬁguration command. You might want to change that value if a different level of link utilization is required or if the conﬁgured bandwidth does not match the actual link bandwidth (it may have been conﬁgured to inﬂuence route metric calculations). 

To conﬁgure the percentage of bandwidth that may be used by Enhanced IGRP on an interface, use the following command in interface conﬁguration mode: 

	Command 
	Purpose 

	ip bandwidth-percent eigrp percent 
	Conﬁgure the percentage of bandwidth that may be used by Enhanced IGRP on an interface.


Adjust the IP Enhanced IGRP Metric Weights 

You can adjust the default behavior of IP Enhanced IGRP routing and metric computations. For example, this adjustment allows you to tune system behavior to allow for satellite transmission. Although IP Enhanced IGRP metric defaults have been carefully selected to provide excellent operation in most networks, you can adjust the IP Enhanced IGRP metric. Adjusting IP Enhanced IGRP metric weights can dramatically affect network performance, so be careful if you adjust them. 

To adjust the IP Enhanced IGRP metric weights, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	metric weights tos k1 k2 k3 k4 k5 
	Adjust the IP Enhanced IGRP metric. 


Note Because of the complexity of this task, it is not recommended unless it is done with guidance from an experienced network designer.

By default, the IP Enhanced IGRP composite metric is a 32-bit quantity that is a sum of the segment delays and the lowest segment bandwidth (scaled and inverted) for a given route. For a network of homogeneous media, this metric reduces to a hop count. For a network of mixed media (FDDI, Ethernet, and serial lines running from 9600 bps to T1 rates), the route with the lowest metric reﬂects the most desirable path to a destination. 

Apply Offsets to Routing Metrics 

An offset list is the mechanism for increasing incoming and outgoing metrics to routes learned via Enhanced IGRP. This is done to provide a local mechanism for increasing the value of routing metrics. Optionally, you can limit the offset list with either an access list or an interface. To increase the value of routing metrics, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	offset-list [access-list-number | name] {in | out} offset [type number]
	Apply an offset to routing metrics. 


Disable Route Summarization 

You can conﬁgure IP Enhanced IGRP to perform automatic summarization of subnet routes into network-level routes. For example, you can conﬁgure subnet 131.108.1.0 to be advertised as 131.108.0.0 over interfaces that have subnets of 192.31.7.0 conﬁgured. Automatic summarization is performed when there are two or more network router conﬁguration commands conﬁgured for the IP Enhanced IGRP process. By default, this feature is enabled. 

To disable automatic summarization, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	no auto-summary 
	Disable automatic summarization.


Route summarization works in conjunction with the ip summary-address eigrp interface conﬁguration command, in which additional summarization can be performed. If automatic summarization is in effect, there usually is no need to conﬁgure network level summaries using the ip summary-address eigrp command.
Conﬁgure Summary Aggregate Addresses 

You can conﬁgure a summary aggregate address for a speciﬁed interface. If there are any more speciﬁc routes in the routing table, IP Enhanced IGRP will advertise the summary address out the interface with a metric equal to the minimum of all more speciﬁc routes. 

To conﬁgure a summary aggregate address, use the following command in interface conﬁguration mode: 

	Command 
 
	Purpose
. 

	ip summary-address eigrp  autonomous-system-number address mask 
	Conﬁgure a summary aggregate address


Conﬁgure Enhanced IGRP Route Authentication 

IP Enhanced IGRP route authentication provides MD5 authentication of routing updates from the IP Enhanced IGRP routing protocol. The MD5 keyed digest in each Enhanced IGRP packet prevents the introduction of unauthorized or false routing messages from unapproved sources. 

Before you can enable Enhanced IGRP route authentication, you must enable IP Enhanced IGRP. 

To enable authentication of IP Enhanced IGRP packets, use the following commands beginning in interface conﬁguration mode: 

	Step 
	Command 
	Purpose 

	1 
	interface type number 
	Conﬁgure an interface type and enter interface conﬁguration mode

	2 
	ip authentication mode eigrp autonomous-system md5
	Enable MD5 authentication in IP Enhanced IGRP packets.

	3 
	ip authentication key-chain eigrp autonomous-system key-chain
	Enable authentication of IP Enhanced IGRP packets.

	4 
	exit 
	Exit to global conﬁguration mode. 


	5 
	key chain name-of-chain 
	Identify a key chain. (Match the name conﬁgured in Step 1.)

	6 
	key number 
	In key chain conﬁguration mode, identify the key number.

	7 
	key-string text 
	In key chain key conﬁguration mode, identify the key string.

	8 
	accept-lifetime start-time {inﬁnite | end-time | duration seconds}
	Optionally specify the time period during which the key can be received.

	9 
	send-lifetime start-time {inﬁnite | end-time | duration seconds}
	Op which the key can be sent. tionally specify the time period during 


Each key has its own key identiﬁer (speciﬁed with the key number command), which is stored locally. The combination of the key identiﬁer and the interface associated with the message uniquely identiﬁes the authentication algorithm and MD5 authentication key in use. 

You can conﬁgure multiple keys with lifetimes. Only one authentication packet is sent, regardless of how many valid keys exist. The software examines the key numbers in order from lowest to highest, and uses the ﬁrst valid key it encounters. Note that the router needs to know the time. 

Conﬁgure Enhanced IGRP’s Protocol-Independent Parameters 

Enhanced IGRP works with AppleTalk, IP, and IPX. The bulk of this chapter describes IP Enhanced IGRP. However, this section describes Enhanced IGRP features that work for AppleTalk, IP, and IPX. To conﬁgure such protocol-independent parameters, perform one or more of the tasks in the following sections: 

• Adjust the Interval between Hello Packets and the Hold Time 

• Disable Split Horizon 

Adjust the Interval between Hello Packets and the Hold Time 

You can adjust the interval between hello packets and the hold time. 

Routing devices periodically send hello packets to each other to dynamically learn of other routers on their directly attached networks. This information is used to discover who their neighbors are, and to learn when their neighbors become unreachable or inoperative. 

By default, hello packets are sent every 5 seconds. The exception is on low-speed, nonbroadcast, multiaccess (NBMA) media, where the default hello interval is 60 seconds. Low speed is considered to be a rate of T1 or slower, as speciﬁed with the bandwidth interface conﬁguration command. The default hello interval remains 5 seconds for high-speed NBMA networks. Note that for the purposes of Enhanced IGRP, Frame Relay and SMDS networks may or may not be considered to be NBMA. These networks are considered NBMA if the interface has not been conﬁgured to use physical multicasting; otherwise they are not considered NBMA. 

You can conﬁgure the hold time on a speciﬁed interface for a particular IP Enhanced IGRP routing process designated by the autonomous system number. The hold time is advertised in hello packets and indicates to neighbors the length of time they should consider the sender valid. The default hold time is three times the hello interval, or 15 seconds. For slow-speed NBMA networks, the default hold time is 180 seconds. 

To change the interval between hello packets, use the following command in interface conﬁguration mode: 

	Command 
	Purpose 

	ip hello-interval eigrp autonomous-system-number seconds
	Conﬁgure the hello interval for an IP Enhanced IGRP routing process.


On very congested and large networks, the default hold time might not be sufﬁcient time for all routers to receive hello packets from their neighbors. In this case, you may want to increase the hold time. 

To change the hold time, use the following command in interface conﬁguration mode: 

	Command 
	Purpose 

	ip hold-time eigrp autonomous-system-number seconds 
	Conﬁgure the hold time for an IP Enhanced IGRP routing process.


Note Do not adjust the hold time without advising technical support. 

Disable Split Horizon 

Split horizon controls the sending of IP Enhanced IGRP update and query packets. When split horizon is enabled on an interface, these packets are not sent for destinations for which this interface is the next hop. This reduces the possibility of routing loops. 

By default, split horizon is enabled on all interfaces. 

Split horizon blocks route information from being advertised by a router out of any interface from which that information originated. This behavior usually optimizes communications among multiple routing devices, particularly when links are broken. However, with nonbroadcast networks (such as Frame Relay and SMDS), situations can arise for which this behavior is less than ideal. For these situations, you may want to disable split horizon. 

To disable split horizon, use the following command in interface conﬁguration mode: 

	Command 
	Purpose 

	no ip split-horizon eigrp autonomous-system-number 
	Disable split horizon. 


Monitor and Maintain Enhanced IGRP 

To delete neighbors from the neighbor table, use the following command in EXEC mode: 

	Command 
	Purpose 

	clear ip eigrp neighbors [ip-address | interface] 
	Delete neighbors from the neighbor table. 


To display various routing statistics, use the following commands in EXEC mode: 

	Command 
	Purpose 

	show ip eigrp interfaces [interface] [as-number]
	Display information about interfaces conﬁgured for Enhanced IGRP.

	show ip eigrp neighbors [type number] 
	Display the IP Enhanced IGRP discovered neighbors.

	show ip eigrp topology [autonomous-system-number | [[ip-address] mask]]
	Display the IP Enhanced IGRP topology table for a given process.

	show ip eigrp trafﬁc [autonomous-system-number] 
	Display the number of packets sent and received for all or a speciﬁed IP Enhanced IGRP process.


Intermediate System-to-Intermediate System (IS-IS) is an International Organization for Standardization (ISO) dynamic routing speciﬁcation. IS-IS is described in ISO 10589. Cisco’s implementation of IS-IS allows you to conﬁgure IS-IS as an IP routing protocol. 

Enable IS-IS 

Unlike other routing protocols, enabling IS-IS requires that you create an IS-IS routing process and assign it to speciﬁc interfaces (rather than to networks). You can specify only one IS-IS process per router. Only one IS-IS process is allowed whether you run it in integrated mode, ISO CLNS only, or IP only. 

Network entity titles (NETs) deﬁne the area addresses for the IS-IS area and the system ID of the router. 

To enable IS-IS, use the following commands starting in global conﬁguration mode: 

	Step 
	Command 
	Purpose 

	1 
	router isis 
	Enable IS-IS routing and specify an IS-IS process for IP, which places you in router conﬁguration mode.

	2 
	net network-entity-title 
	Conﬁgure NETs for the routing process; you can specify a name for a NET as well as an address.

	3 
	interface type number 
	Enter interface conﬁguration mode. 

	4 
	ip router isis [tag] 
	Specify the interfaces that should be actively routing IS-IS.


Conﬁgure IS-IS Interface Parameters 

Cisco Systems’ IS-IS implementation allows you to alter certain interface-speciﬁc IS-IS parameters. Most interface conﬁguration commands can be conﬁgured independently from other attached routers. The isis password command should conﬁgure the same password on all routers on a network. The settings of other commands (isis hello-interval, isis hello-multiplier, isis retransmit-interval, isis retransmit-throttle-interval, isis csnp-interval, and so on) can be different on different routers or interfaces. However, if you decide to change certain values from the defaults, it makes sense to conﬁgure them on multiple routers and interfaces. 

Conﬁgure IS-IS Link-State Metrics 

You can conﬁgure a cost for a speciﬁed interface. You can conﬁgure the default-metric for Level 1 or Level 2 routing. To conﬁgure the metric for the speciﬁed interface, use the following command in interface conﬁguration mode: 

	Command 
	Purpose 

	isis metric default-metric {level-1 | level-2} 
	Conﬁgure the metric (or cost) for the speciﬁed interface. 


Set the Advertised Hello Interval 

You can specify the length of time (in seconds) between hello packets that the Cisco IOS software sends on the interface. 

To specify the length of time between hello packets for the speciﬁed interface, use the following command in interface conﬁguration mode: 

	Command 
	Purpose 

	isis hello-interval seconds {level-1 | level-2} 
	Specify the length of time, in seconds, between hello packets the Cisco IOS software sends on the speciﬁed interface. 


The hello interval can be conﬁgured independently for Level 1 and Level 2, except on serial point-to-point interfaces. (Because there is only a single type of hello packet sent on serial links, it is independent of Level 1 or Level 2.) Specify an optional level for X.25, SMDS, and Frame Relay multiaccess networks. X25, SMDS, ATM, and Frame Relay networks should be conﬁgured with point-to-point subinterfaces.
Set the Advertised CSNP Interval 

Complete sequence number PDUs (CSNPs) are sent by the designated router to maintain database synchronization. You can conﬁgure the IS-IS CSNP interval for the interface. 

To conﬁgure the CSNP interval for the speciﬁed interface, use the following command in interface conﬁguration mode: 

	Command 
	Purpose 

	isis csnp-interval seconds {level-1 | level-2} 
	Conﬁgure the IS-IS CSNP interval for the speciﬁed interface. 


This feature does not apply to serial point-to-point interfaces. It applies to WAN connections if the WAN is viewed as a multiaccess meshed network. 
Set the Retransmission Interval 

You can conﬁgure the number of seconds between retransmission of IS-IS link state PDUs (LSPs) for point-to-point links. To set the retransmission level, use the following command in interface conﬁguration mode: 

	Command 
	Purpose 

	isis retransmit-interval seconds 
	Conﬁgure the number of seconds between retransmission of IS-IS LSPs for point-to-point links. 


The value you specify should be an integer greater than the expected round-trip delay between any two routers on the attached network. The setting of this parameter should be conservative, or needless retransmission will result. The value should be larger for serial lines. 
Set the LSP Transmissions Interval 

To conﬁgure the delay between successive IS-IS link state packet transmissions, use the following commands in interface conﬁguration mode: 

	Command 
	Purpose 

	isis lsp-interval milliseconds 
	Conﬁgure the delay between successive IS-IS link state packet transmissions. 


Set the Retransmission Throttle Interval 

You can conﬁgure the maximum rate at which IS-IS link state PDUs (LSPs) will be retransmitted on point-to-point links, in terms of the number of milliseconds between packets. This is different from the retransmission interval, which is the amount of time between successive retransmissions of the same LSP. 

The retransmission throttle interval is typically not necessary, except in cases of very large networks with high point-to-point neighbor counts. To set the retransmission throttle interval, use the following command in interface conﬁguration mode: 

	Command 
	Purpose 

	isis retransmit-throttle-interval milliseconds
	Conﬁgure the IS-IS LSP retransmission throttle interval.


Set the Hello Multiplier 

To specify the number of IS-IS hello packets a neighbor must miss before the router should declare the adjacency as down, use the following command in interface conﬁguration command. The default value is 3. 

	Command 
	Purpose 

	isis hello-multiplier multiplier {level-1 | level-2}
	Set the hello multiplier.


Specify Designated Router Election 

You can conﬁgure the priority to use for designated router election. Priorities can be conﬁgured for Level 1 and Level 2 individually. 

To specify the designated router election, use the following command in interface conﬁguration mode: 

	Command 
	Purpose 

	isis priority value {level-1 | level-2} 
	Conﬁgure the priority to use for designated router election. 


Specify the Interface Circuit Type 

You can specify adjacency levels on a speciﬁed interface. This parameter is also referred to as the interface circuit type. 

To specify the interface circuit type, use the following command in interface conﬁguration mode: 

	Command 
	Purpose 

	isis circuit-type {level-1 | level-1-2 | level-2-only} 
	Conﬁgure the type of adjacency desired for neighbors on the speciﬁed interface (the interface circuit type). 


Assign a Password for an Interface 

You can assign different passwords for different routing levels. Specifying Level 1 or Level 2 conﬁgures the password for only Level 1 or Level 2 routing, respectively. If you do not specify a level, the default is Level 1. By default, authentication is disabled. 

To conﬁgure a password for the speciﬁed level, use the following command in interface conﬁguration mode: 

	Command 
	Purpose 

	isis password password {level-1 | level-2}
	Conﬁgure the authentication password for a speciﬁed interface.


Conﬁgure Miscellaneous IS-IS Parameters 

These tasks differ from the preceding interface-speciﬁc IS-IS tasks because they conﬁgure IS-IS itself, rather than the interface. 

Generate a Default Route 

You can force a default route into an IS-IS routing domain. Whenever you speciﬁcally conﬁgure redistribution of routes into an IS-IS routing domain, the Cisco IOS software does not, by default, redistribute the default route into the IS-IS routing domain. The following command generates a default route into IS-IS, which can be controlled by a route map. You can use the route map to identify the level into which the default route is to be announced, and you can specify other ﬁltering options conﬁgurable under a route map. You can use a route-map to conditionally advertise the default route, depending on the existence of another route in the router’s routing table. 

To generate a default route, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	default-information originate [route-map map-name] 
	Force a default route into the IS-IS routing domain. 


Specify the System Type 

You can conﬁgure the router to act as a Level 1 (intra-area) router, as both a Level 1 router and a Level 2 (interarea) router, or as an interarea router only. 

To specify router level support, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	is-type {level-1 | level-1-2 | level-2-only}
	Conﬁgure the system type (area or backbone router).


Conﬁgure IS-IS Authentication Passwords 

You can assign passwords to areas and domains. 

The area authentication password is inserted in Level 1 (station router level) LSPs, and the routing domain authentication password is inserted in Level 2 (area router level) LSPs. 

To conﬁgure either area or domain authentication passwords, use the following commands in router conﬁguration mode: 

	Command 
	Purpose 


	area-password password 
	Conﬁgure the area authentication password. 

	domain-password password 
	Conﬁgure the routing domain authentication password. 


Summarize Address Ranges 

You can create aggregate addresses that are represented in the routing table by a summary address. This process is called route summarization. One summary address can include multiple groups of addresses for a given level. Routes learned from other routing protocols also can be summarized. The metric used to advertise the summary is the smallest metric of all the more-speciﬁc routes. 

To create a summary of addresses for a given level, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	summary-address address mask {level-1 | level-1-2 | level-2}
	Create a summary of addresses for a given level. 


Set the Overload Bit 

You can conﬁgure the router to set the overload bit (also known as the hippity bit) in its non-pseudonode LSPs. Normally the setting of the overload bit is allowed only when a router runs into problems. For example, when a router is experiencing a memory shortage, it might be that the Link State database is not complete, resulting in an incomplete or inaccurate routing table. By setting the overload bit in its LSPs, other routers can ignore the unreliable router in their SPF calculations until the router has recovered from its problems. 

The result will be that no paths through this router are seen by other routers in the IS-IS area. However, IP and CLNS preﬁxes directly connected to this router will be still be reachable. 

This command can be useful when you want to connect a router to an ISIS network, but don’t want real trafﬁc ﬂowing through it under any circumstances. Examples are: 

•
A test router in the lab, connected to a production network. 

•
A router conﬁgured as an LSP ﬂooding server, e.g. on an NBMA network, in combination with the mesh-group feature. 

•
A router that is aggregating VCs used only for network management. In this case, the network management stations must be on a network directly connected to the router with the set-overload-bit command conﬁgured. 

To set the overload bit, use the following command in router conﬁguration mode: 

	Command
	Purpose 

	set-overload-bit
	Set the overload bit.


Tune LSP Interval and Lifetime 

By default, the router sends a periodic LSP refresh every 15 minutes. LSPs remain in a database for 20 minutes by default. If they are not refreshed by that time, they are deleted. You can change the LSP refresh interval or the LSP lifetime. The LSP interval should be less than the LSP lifetime or else LSPs will time out before they are refreshed. The software will adjust the LSP refresh interval if necessary to prevent the LSPs from timing out. 

To change the LSP refresh interval or lifetime, use the appropriate command in router conﬁguration mode: 

	Command 
	Purpose 

	lsp-refresh-interval seconds 
	Set the LSP refresh interval. 

	max-lsp-lifetime seconds 
	Set the maximum time that link-state packets (LSPs) can remain in a router’s database without being refreshed.


Monitor IS-IS 

You can display the IS-IS link state database by using the following commands in EXEC mode: 

	Command 
	Purpose 

	show isis database [level-1][level-2][l1] [l2] [detail] [lspid]
	Display the IS-IS link state database. 

	show isis spf-log 
	Display how often and why the router has run a full SPF calculation


Open shortest path ﬁrst (OSPF) is an IGP developed by the OSPF working group of the Internet Engineering Task Force (IETF). Designed expressly for IP networks, OSPF supports IP subnetting and tagging of externally derived routing information. OSPF also allows packet authentication and uses IP multicast when sending/receiving packets. 

We support RFC 1253, Open Shortest Path First (OSPF) MIB, August 1991. The OSPF MIB deﬁnes an IP routing protocol that provides management information related to OSPF and is supported by Cisco routers. 

For protocol-independent features that include OSPF, see the chapter “Conﬁguring IP Routing Protocol-Independent Features” in this document. 

Cisco’s OSPF Implementation 

Cisco’s implementation conforms to the OSPF Version 2 speciﬁcations detailed in the Internet RFC 1583. The list that follows outlines key features supported in Cisco’s OSPF implementation: 

•
Stub areas—Deﬁnition of stub areas is supported. 

•
Route redistribution—Routes learned via any IP routing protocol can be redistributed into any other IP routing protocol. At the intradomain level, this means that OSPF can import routes learned via IGRP, RIP, and IS-IS. OSPF routes can also be exported into IGRP, RIP, and IS-IS. At the interdomain level, OSPF can import routes learned via EGP and BGP. OSPF routes can be exported into EGP and BGP. 

•
Authentication—Plain text and MD5 authentication among neighboring routers within an area is supported. 

•
Routing interface parameters—Conﬁgurable parameters supported include interface output cost, retransmission interval, interface transmit delay, router priority, router “dead” and hello intervals, and authentication key. 

•
Virtual links—Virtual links are supported. 

•
NSSA areas—RFC 1587. 

•
OSPF over demand circuit—RFC 1793. 

Enable OSPF 

As with other routing protocols, enabling OSPF requires that you create an OSPF routing process, specify the range of IP addresses to be associated with the routing process, and assign area IDs to be associated with that range of IP addresses. Use the following commands, starting in global conﬁguration mode: 

	Step 
	Command 
	Purpose 

	1 
	router ospf process-id 
	Enable OSPF routing, which places you in router conﬁguration mode. 

	2 
	network address wildcard-mask area area-id 
	Deﬁne an interface on which OSPF runs and deﬁne the area ID for that interface. 


Conﬁgure OSPF Interface Parameters 

Our OSPF implementation allows you to alter certain interface-speciﬁc OSPF parameters, as needed. You are not required to alter any of these parameters, but some interface parameters must be consistent across all routers in an attached network. Those parameters are controlled by the ip ospf hello-interval, ip ospf dead-interval, and ip ospf authentication-key commands. Therefore, be sure that if you do conﬁgure any of these parameters, the conﬁgurations for all routers on your network have compatible values. 

In interface conﬁguration mode, use any of the following commands to specify interface parameters as needed for your network: 

	Command 
	Purpose 

	ip ospf cost cost 
	Explicitly specify the cost of sending a packet on an OSPF interface. 

	ip ospf retransmit-interval seconds 
	Specify the number of seconds between link state advertisement retransmissions for adjacencies belonging to an OSPF interface. 

	ip ospf transmit-delay seconds 
	Set the estimated number of seconds it takes to transmit a link state update packet on an OSPF interface. 

	ip ospf priority number 
	Set priority to help determine the OSPF designated router for a network. 

	ip ospf hello-interval seconds 
	Specify the length of time between the hello packets that the Cisco IOS software sends on an OSPF interface. 

	ip ospf dead-interval seconds 
	Set the number of seconds that a device’s hello packets must not have been seen before its neighbors declare the OSPF router down. 

	ip ospf authentication-key key 
	Assign a password to be used by neighboring OSPF routers on a network segment that is using OSPF’s simple password authentication. 

	ip ospf message-digest-key keyid md5 key 
	Enable OSPF MD5 authentication. 

	ip ospf authentication [message-digest | null] 
	Speciﬁes the authentication type for an interface. 


Conﬁgure OSPF over Different Physical Networks 

OSPF classiﬁes different media into the following three types of networks by default: 

•
Broadcast networks (Ethernet, Token Ring, FDDI) 

•
Nonbroadcast multiaccess networks (SMDS, Frame Relay, X.25) 

• Point-to-point networks (HDLC, PPP)
You can conﬁgure your network as either a broadcast or a nonbroadcast multiaccess network.


X.25 and Frame Relay provide an optional broadcast capability that can be conﬁgured in the map to allow OSPF to run as a broadcast network. See the x25 map and frame-relay map command descriptions in the Wide-Area Networking Command Reference for more detail. 

Conﬁgure Your OSPF Network Type 

You have the choice of conﬁguring your OSPF network type as either broadcast or nonbroadcast multiaccess, regardless of the default media type. Using this feature, you can conﬁgure broadcast networks as nonbroadcast multiaccess networks when, for example, you have routers in your network that do not support multicast addressing. You also can conﬁgure nonbroadcast multiaccess networks (such as X.25, Frame Relay, and SMDS) as broadcast networks. This feature saves you from having to conﬁgure neighbors, as described in the section “Conﬁgure OSPF for Nonbroadcast Networks.” 

Conﬁguring nonbroadcast, multiaccess networks as either broadcast or nonbroadcast assumes that there are virtual circuits from every router to every router or fully meshed network. This is not true for some cases, for example, because of cost constraints, or when you have only a partially meshed network. In these cases, you can conﬁgure the OSPF network type as a point-to-multipoint network. Routing between two routers not directly connected will go through the router that has virtual circuits to both routers. Note that it is not necessary to conﬁgure neighbors when using this feature. 

An OSPF point-to-multipoint interface is deﬁned as a numbered point-to-point interface having one or more neighbors. It creates multiple host routes. An OSPF point-to-multipoint network has the following beneﬁts compared to nonbroadcast multiaccess and point-to-point networks: 

•
Point-to-multipoint is easier to conﬁgure because it requires no conﬁguration of neighbor commands, it consumes only one IP subnet, and it requires no designated router election. 

•
It costs less because it does not require a fully meshed topology. 

• It is more reliable because it maintains connectivity in the event of virtual circuit failure. To conﬁgure your OSPF network type, use the following command in interface conﬁguration mode: 

	Command
	Purpose 

	ip ospf network {broadcast | non-broadcast |{point-to-multipoint [non-broadcast] }}
	Conﬁgure the OSPF network type for a speciﬁed  interface. 


Conﬁgure Point-to-Multipoint, Broadcast Networks 

On point-to-multipoint, broadcast networks, there is no need to specify neighbors. However, you can specify neighbors with the neighbor command, in which case you should specify a cost to that neighbor. 

Before this feature, some OSPF point-to-multipoint protocol trafﬁc was treated as multicast trafﬁc. Therefore, the neighbor command was not needed for point-to-multipoint interfaces because multicast took care of the trafﬁc. Hellos, updates and acknowledgments were sent using multicast. In particular, multicast hellos discovered all neighbors dynamically. 

On any point-to-multipoint interface (broadcast or not), the Cisco IOS software assumed the cost to each neighbor was equal. The cost was conﬁgured with the ip ospf cost command. In reality, the bandwidth to each neighbor is different, so the cost should be different. With this feature, you can conﬁgure a separate cost to each neighbor. This feature applies to point-to-multipoint interfaces only. 

To treat an interface as point-to-multipoint broadcast and assign a cost to each neighbor, use the following commands beginning in interface conﬁguration mode: 

	Step 
	Command 
	Purpose 

	1 
	ip ospf network point-to-multipoint 
	Conﬁgure an interface as point-to-multipoint for broadcast media. 

	2 
	exit 
	Enter global conﬁguration mode. 

	3 
	router ospf process-id 
	Conﬁgure an OSPF routing process and enter router conﬁguration mode. 

	4 
	neighbor ip-address cost number 
	Specify a neighbor and assign a cost to the neighbor. 

	5 
	
	Repeat Step 4 for each neighbor if you want to specify a cost. Otherwise, neighbors will assume the cost of the interface, based on the ip ospf cost command. 


Conﬁgure OSPF for Nonbroadcast Networks 

Because there might be many routers attached to an OSPF network, a designated router is selected for the network. It is necessary to use special conﬁguration parameters in the designated router selection if broadcast capability is not conﬁgured. 

These parameters need only be conﬁgured in those devices that are themselves eligible to become the designated router or backup designated router (in other words, routers with a nonzero router priority value). 

To conﬁgure routers that interconnect to nonbroadcast networks, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	neighbor ip-address [priority number] [poll-interval seconds]  
	Conﬁgure a router interconnecting to nonbroadcast networks.


You can specify the following neighbor parameters, as required: 

• Priority for a neighboring router 

• Nonbroadcast poll interval 

• Interface through which the neighbor is reachable 

On point-to-multipoint, nonbroadcast networks, you now use the neighbor command to identify neighbors. Assigning a cost to a neighbor is optional. 

Prior to Release 12.0, some customers were using point-to-multipoint on nonbroadcast media (such as classic IP over ATM), so their routers could not dynamically discover their neighbors. This feature allows the neighbor command to be used on point-to-multipoint interfaces. 

On any point-to-multipoint interface (broadcast or not), the Cisco IOS software assumed the cost to each neighbor was equal. The cost was conﬁgured with the ip ospf cost command. In reality, the bandwidth to each neighbor is different, so the cost should be different. With this feature, you can conﬁgure a separate cost to each neighbor. This feature applies to point-to-multipoint interfaces only. 

To treat the interface as point-to-multipoint when the media does not support broadcast, use the following commands beginning in interface conﬁguration mode: 

	Step 
	Command 
	Purpose 

	1 
	ip ospf network point-to-multipoint non-broadcast
	Conﬁgure an interface as point-to-multipoint for nonbroadcast media. 

	2 
	exit 
	Enter global conﬁguration mode. 

	3 
	router ospf process-id 
	Conﬁgure an OSPF routing process and enter router conﬁguration mode. 

	4 
	neighbor ip-address [cost number] 
	Specify an OSPF neighbor and optionally assign a cost to the neighbor. 

	5 
	
	Repeat Step 4 for each neighbor. 


Conﬁgure OSPF Area Parameters 

Our OSPF software allows you to conﬁgure several area parameters. These area parameters, shown in the following table, include authentication, deﬁning stub areas, and assigning speciﬁc costs to the default summary route. Authentication allows password-based protection against unauthorized access to an area. 

Stub areas are areas into which information on external routes is not sent. Instead, there is a default external route generated by the area border router, into the stub area for destinations outside the autonomous system. To take advantage of the OSPF stub area support, default routing must be used in the stub area. To further reduce the number of link state advertisements sent into a stub area, you can conﬁgure no-summary on the ABR to prevent it from sending summary link advertisement (link state advertisements Type 3) into the stub area. 

In router conﬁguration mode, specify any of the following area parameters as needed for your network: 

	Command 
	Purpose 

	area area-id authentication 
	Enable authentication for an OSPF area. 

	area area-id authentication message-digest 
	Enable MD5 authentication for an OSPF area. 

	area area-id stub [no-summary] 
	Deﬁne an area to be a stub area. 

	area area-id default-cost cost 
	Assign a speciﬁc cost to the default summary route used for the stub area. 


Conﬁgure OSPF Not So Stubby Area (NSSA) 

NSSA area is similar to OSPF stub area. NSSA does not ﬂood Type 5 external link state advertisements (LSAs) from the core into the area, but it has the ability of importing AS external routes in a limited fashion within the area. 

NSSA allows importing of Type 7 AS external routes within NSSA area by redistribution. These Type 7 LSAs are translated into Type 5 LSAs by NSSA ABR which are ﬂooded throughout the whole routing domain. Summarization and ﬁltering are supported during the translation. 

Use NSSA to simplify administration if you are an Internet service provider (ISP), or a network administrator that must connect a central site using OSPF to a remote site that is using a different routing protocol. 

Prior to NSSA, the connection between the corporate site border router and the remote router could not be run as OSPF stub area because routes for the remote site cannot be redistributed into stub area. A simple protocol like RIP is usually run and handle the redistribution. This meant maintaining two routing protocols. With NSSA, you can extend OSPF to cover the remote connection by deﬁning the area between the corporate router and the remote router as an NSSA. 

In router conﬁguration mode, use the following command to specify area parameters as needed to conﬁgure OSPF NSSA: 

	Command 
	Purpose 

	area area-id nssa [no-redistribution] [default-information-originate] 
	Deﬁne an area to be NSSA. 


In router conﬁguration mode on the ABR, use the following command to control summarization and ﬁltering of Type 7 LSA into Type 5 LSA: 

	Command 
	Purpose 

	summary address preﬁx mask [not advertise] [tag tag] 
	(Optional) Control the summarization and ﬁltering during the translation. 


Implementation Considerations 

Evaluate the following considerations before implementing this feature: 

•
You can set a Type 7 default route that can be used to reach external destinations. When conﬁgured, the router generates a Type 7 default into the NSSA by the NSSA ABR. 

•
Every router within the same area must agree that the area is NSSA; otherwise, the routers will not be able to communicate with each other. 

If possible, avoid using explicit redistribution on NSSA ABR because confusion may result over which packets are being translated by which router. 

Conﬁgure Route Summarization between OSPF Areas 

Route summarization is the consolidation of advertised addresses. This feature causes a single summary route to be advertised to other areas by an ABR. In OSPF, an ABR will advertise networks in one area into another area. If the network numbers in an area are assigned in a way such that they are contiguous, you can conﬁgure the ABR to advertise a summary route that covers all the individual networks within the area that fall into the speciﬁed range. 

To specify an address range, use the following command in router conﬁguration mode: 

	Command
	Purpose 

	area area-id range address mask [advertise | not-advertise]
	Specify an address range for which a single route will be advertised.


Conﬁgure Route Summarization when Redistributing Routes into OSPF 

When redistributing routes from other protocols into OSPF (as described in the chapter “Conﬁguring IP Routing Protocol-Independent Features”), each route is advertised individually in an external link state advertisement (LSA). However, you can conﬁgure the Cisco IOS software to advertise a single route for all the redistributed routes that are covered by a speciﬁed network address and mask. Doing so helps decrease the size of the OSPF link state database. 

To have the software advertise one summary route for all redistributed routes covered by a network address and mask, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	summary-address address mask 
	Specify an address and mask that covers redistributed routes, so only one summary route is advertised. 


Create Virtual Links 

In OSPF, all areas must be connected to a backbone area. If there is a break in backbone continuity, or the backbone is purposefully partitioned, you can establish a virtual link. The two end points of a virtual link are Area Border Routers. The virtual link must be conﬁgured in both routers. The conﬁguration information in each router consists of the other virtual endpoint (the other ABR), and the nonbackbone area that the two routers have in common (called the transit area). Note that virtual links cannot be conﬁgured through stub areas. 

To establish a virtual link, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	area area-id virtual-link router-id [authentication [message-digest | null ]] [hello-interval seconds] [retransmit-interval seconds] [transmit-delay seconds] [dead-interval seconds] [[authentication-key key] |[message-digest-key keyid md5 key]]
	Establish a virtual link. 


To display information about virtual links, use the show ip ospf virtual-links EXEC command. To display the router ID of an OSPF router, use the show ip ospf EXEC command. 

Generate a Default Route 

You can force an autonomous system boundary router to generate a default route into an OSPF routing domain. Whenever you speciﬁcally conﬁgure redistribution of routes into an OSPF routing domain, the router automatically becomes an autonomous system boundary router. However, an autonomous system boundary router does not, by default, generate a default route into the OSPF routing domain. 

To force the autonomous system boundary router to generate a default route, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	default-information originate [always] [metric metric-value] [metric-type type-value] [route-map map-name] 
	Force the autonomous system boundary router to generate a default route into the OSPF routing domain. 


Conﬁgure Lookup of DNS Names 

You can conﬁgure OSPF to look up Domain Naming System (DNS) names for use in all OSPF show command displays. This feature makes it easier to identify a router, because it is displayed by name rather than by its router ID or neighbor ID. 

To conﬁgure DNS name lookup, use the following command in global conﬁguration mode: 

	Command 
	Purpose 

	ip ospf name-lookup 
	Conﬁgure DNS name lookup.


Force the Router ID Choice with a Loopback Interface 

OSPF uses the largest IP address conﬁgured on the interfaces as its router ID. If the interface associated with this IP address is ever brought down, or if the address is removed, the OSPF process must recalculate a new router ID and resend all its routing information out its interfaces. 

If a loopback interface is conﬁgured with an IP address, the Cisco IOS software will use this IP address as its router ID, even if other interfaces have larger IP addresses. Since loopback interfaces never go down, greater stability in the routing table is achieved. 

OSPF automatically prefers a loopback interface over any other kind, and it chooses the highest IP address among all loopback interfaces. If no loopback interfaces are present, the highest IP address in the router is chosen. You cannot tell OSPF to use any particular interface. 

To conﬁgure an IP address on a loopback interface, use the following commands, starting in global conﬁguration mode: 

	Step 
	Command 
	Purpose 

	1 
	interface loopback 0 
	Create a loopback interface, which places you in interface conﬁguration mode. 

	2 
	ip address address mask 
	Assign an IP address to this interface. 


Control Default Metrics 

In Cisco IOS Release 10.3 and later, by default, OSPF calculates the OSPF metric for an interface according to the bandwidth of the interface. For example, a 64K link gets a metric of 1562, while a T1 link gets a metric of 64. 

The OSPF metric is calculated as ref-bw divided by bandwidth, with ref-bw equal to 108 by default, and bandwidth determined by the bandwidth command. The calculation gives FDDI a metric of 1. If you have multiple links with high bandwidth, you might want to specify a larger number to differentiate the cost on those links. To do so, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	ospf auto-cost reference-bandwidth ref-bw
	Differentiate high bandwidth links.


Change the OSPF Administrative Distances 

An administrative distance is a rating of the trustworthiness of a routing information source, such as an individual router or a group of routers. Numerically, an administrative distance is an integer between 0 and 255. In general, the higher the value, the lower the trust rating. An administrative distance of 255 means the routing information source cannot be trusted at all and should be ignored. 

OSPF uses three different administrative distances: intra-area, inter-area, and external. Routes within an area are intra-area; routes to another area are inter-area; and routes from another routing domain learned via redistribution are external. The default distance for each type of route is 110. 

To change any of the OSPF distance values, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	distance ospf {[intra-area dist1] [inter-area dist2] [external dist3]} 
	Change the OSPF distance values. 


Conﬁgure OSPF on Simplex Ethernet Interfaces 

Because simplex interfaces between two devices on an Ethernet represent only one network segment, for OSPF you must conﬁgure the transmitting interface to be a passive interface. This prevents OSPF from sending hello packets for the transmitting interface. Both devices are able to see each other via the hello packet generated for the receiving interface.
To conﬁgure OSPF on simplex Ethernet interfaces, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	passive-interface type number 
	Suppress the sending of hello packets through the speciﬁed interface. 


Conﬁgure Route Calculation Timers 

You can conﬁgure the delay time between when OSPF receives a topology change and when it starts a shortest path ﬁrst (SPF) calculation. You can also conﬁgure the hold time between two consecutive SPF calculations. To do this, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	timers spf spf-delay spf-holdtime 
	Conﬁgure route calculation timers.


Conﬁgure OSPF over On Demand Circuits 

The OSPF on demand circuit is an enhancement to the OSPF protocol that allows efﬁcient operation over on demand circuits like ISDN, X.25 SVCs and dial-up lines. This feature supports RFC 1793, Extending OSPF to Support Demand Circuits. 

Prior to this feature, OSPF periodic hello and link state advertisements (LSAs) updates would be exchanged between routers that connected the on demand link, even when no changes occurred in the hello or LSA information. 

With this feature, periodic hellos are suppressed and the periodic refreshes of LSAs are not ﬂooded over the demand circuit. These packets bring up the link only when they are exchanged for the ﬁrst time, or when a change occurs in the information they contain. This operation allows the underlying datalink layer to be closed when the network topology is stable. 

This feature is useful when you want to connect telecommuters or branch ofﬁces to an OSPF backbone at a central site. In this case, OSPF for on demand circuits allows the beneﬁts of OSPF over the entire domain, without excess connection costs. Periodic refreshes of hello updates, LSA updates, and other protocol overhead are prevented from enabling the on demand circuit when there is no “real” data to transmit. 

Overhead protocols such as hellos and LSAs are transferred over the on demand circuit only upon initial setup and when they reﬂect a change in the topology. This means that critical changes to the topology that require new SPF calculations are transmitted in order to maintain network topology integrity. Periodic refreshes that do not include changes, however, are not transmitted across the link. 
To conﬁgure OSPF for on demand circuits, use the following commands, beginning in global conﬁguration mode: 

	Step 
	Command 
	Purpose 

	1 
	router ospf process-id 
	Enable OSPF operation. 

	2 
	interface type number 
	Enter interface conﬁguration mode. 

	3 
	ip ospf demand-circuit 
	Conﬁgure OSPF on an on demand circuit. 


If the router is part of a point-to-point topology, then only one end of the demand circuit must be conﬁgured with this command. However, all routers must have this feature loaded. 

If the router is part of a point-to-multipoint topology, only the multipoint end must be conﬁgured with this command. 

Implementation Considerations 

Evaluate the following considerations before implementing this feature: 

•
Because LSAs that include topology changes are ﬂooded over an on demand circuit, it is advised to put demand circuits within OSPF stub areas, or within NSSAs to isolate the demand circuits from as many topology changes as possible. 

•
To take advantage of the on demand circuit functionality within a stub area or NSSA, every router in the area must have this feature loaded. If this feature is deployed within a regular area, all other regular areas must also support this feature before the demand circuit functionality can take effect. This is because type 5 external LSAs are ﬂooded throughout all areas. 

•
You do not want to do on a broadcast-based network topology because the overhead protocols (such as hellos and LSAs) cannot be successfully suppressed, which means the link will remain up. 

•
Conﬁguring the router for an OSPF on-demand circuit with an asynchronous interface is not a supported conﬁguration. The supported conﬁguration is to use dialer interfaces on both ends of the circuit. 

Log Neighbors Going Up or Down 

To conﬁgure the router to send a syslog message when an OSPF neighbor goes up or down, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	ospf log-adjacency-changes 
	Send syslog message when an OSPF neighbor goes up or down. 


Conﬁgure this command if you want to know about OSPF neighbors going up or down without turning on the debugging command debug ip ospf adjacency. The ospf log-adjacency-changes command provides a higher level view of such changes with less output. 

Change the LSA Group Pacing 

The OSPF LSA group pacing feature allows the router to group together OSPF link state advertisements (LSAs) and pace the refreshing, checksumming, and aging functions. The group pacing results in more efﬁcient use of the router. 

The router groups together OSPF LSAs and paces the refreshing, checksumming, and aging functions so that sudden hits on CPU usage and network resources are avoided. This feature is most beneﬁcial to large OSPF networks. 

OSPF LSA group pacing is enabled by default. For typical customers, the default group pacing interval for refreshing, checksumming, and aging is appropriate and you need not conﬁgure this feature. 

Original LSA Behavior 

Each OSPF LSA has an age, which indicates whether the LSA is still valid. Once the LSA reaches the maximum age (one hour), it is discarded. During the aging process, the originating router sends a refresh packet every 30 minutes to refresh the LSA. Refresh packets are sent to keep the LSA from expiring, whether there has been a change in the network topology or not. Checksumming is performed on all LSAs every 10 minutes. The router keeps track of LSAs it generates and LSAs it receives from other routers. The router refreshes LSAs it generated; it ages the LSAs it received from other routers. 

Prior to the LSA group pacing feature, the Cisco IOS software would perform refreshing on a single timer, and checksumming and aging on another timer. In the case of refreshing, for example, the software would scan the whole database every 30 minutes, refreshing every LSA the router generated, no matter how old it was. Figure 21 illustrates all the LSAs being refreshed at once. This process wasted CPU resources because only a small portion of the database needed to be refreshed. A large OSPF database (several thousand LSAs) could have thousands of LSAs with different ages. Refreshing on a single timer resulted in the age of all LSAs becoming synchronized, which resulted in much CPU processing at once. Furthermore, a huge number of LSAs could cause a sudden increase of network trafﬁc, consuming a large amount of network resources in a short period of time. 

Figure 21 OSPF LSAs on a Single Timer without Group Pacing 
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Solution 

This problem is solved by each LSA having its own timer. Again using the example of refreshing, each LSA gets refreshed when it is 30 minutes old, independent of other LSAs. So CPU is used only when necessary. However, LSAs being refreshed at frequent, random intervals would require many packets for the few refreshed LSAs the router must send out. That would be inefﬁcient use of bandwidth. 

Therefore, the router delays the LSA refresh function for an interval of time instead of performing it when the individual timers are reached. The accumulated LSAs constitute a group, which is then refreshed and sent out in one packet or more. Thus, the refresh packets are paced, as are the checksumming and aging. The pacing interval is conﬁgurable; it defaults to 4 minutes, which is randomized to further avoid synchronization. 

Figure 22 illustrates the case of refresh packets. The ﬁrst timeline illustrates individual LSA timers; the second timeline illustrates individual LSA timers with group pacing. 

Figure 22 OSPF LSAs on Individual Timers with Group Pacing 
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The group pacing interval is inversely proportional to the number of LSAs the router is refreshing, checksumming, and aging. For example, if you have approximately 10,000 LSAs, decreasing the pacing interval would beneﬁt you. If you have a very small database (40 to 100 LSAs), increasing the pacing interval to 10 to 20 minutes might beneﬁt you slightly. 

The default value of pacing between LSA groups is 240 seconds (4 minutes). The range is 10 seconds to 1800 seconds (half an hour). To change the LSA group pacing interval, use the following command in router conﬁguration mode: 

	Command
	Purpose 

	timers lsa-group-pacing seconds
	Change the group pacing of LSAs


Block OSPF LSA Flooding 

By default, OSPF ﬂoods new LSAs over all interfaces in the same area, except the interface on which the LSA arrives. Some redundancy is desirable, because it ensures robust ﬂooding. However, too much redundancy can waste bandwidth and might destabilize the network due to excessive link and CPU usage in certain topologies. An example would be a fully meshed topology. 

You can block OSPF ﬂooding of LSAs two ways, depending on the type of networks: 

•
On broadcast, nonbroadcast, and point-to-point networks, you can block ﬂooding over speciﬁed OSPF interfaces. 

•
On point-to-multipoint networks, you can block ﬂooding to a speciﬁed neighbor. 

On broadcast, nonbroadcast, and point-to-point networks, to prevent ﬂooding of OSPF LSAs, use the following command in interface conﬁguration mode: 

Command
Purpose 

ospf database-ﬁlter all out Block the ﬂooding of OSPF LSA packets to the interface. 

On point-to-multipoint networks, to prevent ﬂooding of OSPF LSAs, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	neighbor ip-address database-ﬁlter all out 
	Block the ﬂooding of OSPF LSA packets to the speciﬁed neighbor. 


Ignore MOSPF LSA Packets 

Cisco routers do not support LSA Type 6 (MOSPF), and they generate syslog messages if they receive such packets. If the router is receiving many MOSPF packets, you might want to conﬁgure the router to ignore the packets and thus prevent a large number of syslog messages. To do so, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	ospf ignore lsa mospf 
	Prevent the router from generating syslog messages when it receives MOSPF LSA packets. 


Monitor and Maintain OSPF 

You can display speciﬁc statistics such as the contents of IP routing tables, caches, and databases. Information provided can be used to determine resource utilization and solve network problems. You can also display information about node reachability and discover the routing path your device’s packets are taking through the network. 
To display various routing statistics, use the following commands in EXEC mode: 

	Command 
	Purpose 

	show ip ospf [process-id] 
	Display general information about OSPF routing processes. 

	show ip ospf [process-id area-id] database 
show ip ospf [process-id area-id] database
[router][link-state-id]
show ip ospf [process-id area-id] database[router][self-originate]
show ip ospf [process-id area-id] database[router][adv-router [ip-address]]
show ip ospf [process-id area-id] database [network][link-state-id] 


show ip ospf [process-id area-id] database [summary] [link-state-id] 

show ip ospf [process-id area-id] database [asbr-summary][link-state-id] 


show ip ospf [process-id] database [external] [link-state-id] 


show ip ospf [process-id area-id] database [database-summary]
	Display lists of information related to the OSPF database.

	show ip ospf border-routers
	Display the internal OSPF routing table entries to Area, Border Router (ABR), and Autonomous System Boundary Router (ASBR).

	show ip ospf interface [interface-name]
	Display OSPF-related interface information.

	show ip ospf neighbor [interface-name] [neighbor-id] detail 

	Display OSPF-neighbor information on a per-interface basis.

	show ip ospf request-list [nbr] [intf] [intf-nbr]
	Display a list of all LSAs requested by a router.

	show ip ospf retransmission-list [nbr] [intf] [intf-nbr]
	Display a list of all LSAs waiting to be retransmitted. 

	show ip ospf virtual-links
	Display OSPF-related virtual links information. 


The Border Gateway Protocol, as deﬁned in RFCs 1163 and 1267, is an Exterior Gateway Protocol (EGP). It allows you to set up an interdomain routing system that provides the loop-free exchange of routing information between autonomous systems. 

Cisco’s BGP Implementation 

In BGP, each route consists of a reachable destination (network or preﬁx), a list of autonomous systems that information has passed through (called the autonomous system path), and a list of other path attributes. We support BGP Versions 2, 3, and 4, as deﬁned in RFCs 1163, 1267, and 1771, respectively. 

The autonomous system path is used to ensure loop free paths through the internetwork. The other path attributes are used to enforce autonomous system level policies, such as which exit point to use or which autonomous systems may be used to transit trafﬁc to other autonomous systems. A description of some of the other path attributes available are given in the following paragraphs. 

The Multiple Exit Discriminator (MED, also called the INTER_AS_METRIC in BGP versions 2 and 3) is used to provide a hint about which entrance point an autonomous system would like other autonomous system to use. When an update is sent to an iBGP peer, the MED is passed along without any change. This action enables all the speakers in the same autonomous system to make a consistent path selection. 

The NEXT_HOP attribute is used to provide the address packets destined to this preﬁx should be forwarded to. It is, by default, set to the address of the eBGP peer which ﬁrst advertises this preﬁx into the autonomous system, and is not changed when the preﬁx is advertised to iBGP peers. The Cisco IOS software automatically calculates the value for this attribute. 

The Local Preference attribute is used by the BGP speakers in an autonomous system to determine the best path out of the autonomous system to a given destination. This attribute is usually set at the autonomous system border using a route map or some other technique. 

Transitive, optional path attributes are passed along to other BGP-speaking routers. 

In addition to the attributes that BGP carries in updates, BGP Version 4 supports classless interdomain routing (CIDR), which lets you reduce the size of your routing tables by creating aggregate routes, resulting in supernets. CIDR eliminates the concept of network classes within BGP and supports the advertising of IP preﬁxes. CIDR routes can be carried by OSPF, Enhanced IGRP, and ISIS-IP, and RIP version 2. 

How BGP Selects Paths 

A router running Cisco IOS Release 12.0 or later does not select or use an iBGP route unless both of the following are true: 

· The router has a route available to the next-hop. 

· If synchronization is enabled, the router has received synchronized routes from an IGP. 

BGP bases it's decision ﬁrst on whether a path is loop free, then on the policies indicated by the path attributes along with the policies conﬁgured on the router. The following summarized how BGP chooses the best path to a given destination. 

1. If the next hop is not reachable through an IGP route installed in the routing table, do not consider this preﬁx for installation in the routing table. 

If the only route you have to the next hop indicated in the NEXT_HOP attribute of a preﬁx is learned through iBGP, the route will oscillate in the routing table. It will be installed by BGP, then removed about 60 seconds later, only to be reinstalled momentarily after it is deleted. 

2. If the path is internal, synchronization is enabled, and the route is not in the IGP, do not consider the route. 

3. Prefer the path with the largest weight (weight is a Cisco proprietary parameter). The weight is generally used to prefer routes which are originated by this router over routes originated by other routers. 

4. If the routes have the same weight, prefer the route with the largest local preference. 

Note: Locally originated routes are preferred over nonlocally originated routes with a higher local preference. 

For example, a route might be originated by the local router using the network (BGP) or aggregate-address command, or through redistribution from an IGP. BGP prefers local routes originated by network (BGP) and redistribute commands over local aggregates originated by the aggregate-address command. 

5. If the local preference is the same, or if no route was originated by the local router, prefer the route with the shortest autonomous system path. Also note the following: 

· BGP skips this step if the bgp bestpath as-path ignore command is conﬁgured. 

· No matter how many autonomous systems are in a set, an autonomous system set counts as one. 

· The autonomous system confederation sequence is not included in the autonomous system path length. 

6. If the autonomous system path length is the same, prefer the route with the lowest origin code (IGP < EGP < INCOMPLETE). 

7. If the origin codes are the same, prefer the route with the lowest Multi Exit Discriminator (MED) metric attribute. 

· A comparison is only done if the neighboring autonomous system is the same for all routes considered. Also note the following: 

· If the bgp always-compare-med command is enabled, BGP compares the MED for routes from neighbors in different autonomous systems. Also, if this command is enabled, it must be enabled throughout the autonomous system; otherwise, routing loops can occur. 

· If the bgp bestpath med-confed command is enabled, the MED is compared for all routes that are originated within a local confederation. 

· BGP will change the MED of a route received from a neighbor with a value of inﬁnity to a value of one less than inﬁnity before the route is inserted into the BGP table. 

· The most recent IETF decision regarding BGP MED assigns a value of inﬁnity to a missing MED, making the route lacking the MED variable the least preferred. The default behavior of BGP routers running Cisco IOS software is to treat routes without the MED attribute as having a MED of 0, making the route lacking the MED variable the most preferred. To conﬁgure the router to conform to the IETF standard, use the bgp bestpath missing-as-worst command. 

· If the bgp deterministic med command is enabled, BGP compares the MED variable when choosing among routes advertised by the same sub-autonomous system within a confederation. It the bgp deterministic med command is disabled, the order in which routes are received may affect MED-based best path decisions. 

8. Prefer the external (EBGP) route over the internal (IBGP) route. All confederation routes are considered internal routes. 9 Prefer the route that can be reached through the closest IGP neighbor (the lowest IGP metric). This means the router will prefer the shortest internal path within the autonomous system to reach the destination (the shortest path to the BGP next-hop). 10 If the following conditions are all true, insert the route for this path into the IP routing table: 

· Both the best route and this route are external. 

· Both the best route and this route are from the same neighboring autonomous system. 

· The maximum-paths command is enabled. 

Note EBGP load sharing can occur at this point, which means that multiple paths can be installed in the forwarding table. 

9. If multipath is enabled, prefer the route that was received ﬁrst (the oldest route). 

This step minimizes route ﬂap in that a newer route will not displace an older route even if the newer route is the preferred route based on the additional criteria discussed below.
If any of the following additional criteria are met, this step is skipped:
· The bgp bestpath compare-routerid command is enabled. If this command is enabled, BGP compares similar routes received from external BGP peers and selects the route with the lowest router ID. 

· The router ID is the same for multiple routes, for example, the routes were received from the same router. 

· No current best path exists, for example, a neighbor advertising the current best path has gone down. 

10. If multipath is not enabled, prefer the route with the lowest IP address value for the BGP router ID. 

The router ID is usually the highest IP address on the router or the loopback (virtual) address, but might be implementation-speciﬁc. You can conﬁgure a ﬁxed router ID by using the bgp router-id command. 

If a route contains route reﬂector attributes, the originator ID is substituted for the router ID in the route selection process. 

11. If multipath is enabled and the originator or router ID is the same for multiple paths, prefer the path with the minimum cluster ID length. 

The minimum cluster ID length attribute applies to BGP route reﬂector environments only. 

12. Prefer the route coming from the lowest neighbor address. 

The BGP neighbor conﬁguration uses this IP address. The IP address corresponds to the remote peer used in the TCP connection with the local router. 
BGP Multipath Support 

When a BGP speaker learns two identical EBGP paths for a preﬁx from a neighboring AS, it will choose the path with the lowest route-id as the best path. This best path is installed in the IP routing table. If BGP multipath support is enabled and the EBGP paths are learned from the same neighboring AS, instead of picking one best path, multiple paths are installed in the IP routing table. 

During packet switching, depending on the switching mode, either per-packet or per-destination load balancing is performed among the multiple paths. A maximum of six paths is supported. The maximum-paths router conﬁguration command controls the number of paths allowed. By default, BGP will install only one path to the IP routing table.
Enable BGP Routing 

To enable BGP routing, establish a BGP routing process by using the following commands beginning in global conﬁguration mode: Note For exterior protocols, a reference to an IP network from the network router conﬁguration command controls only which networks are advertised. This is in contrast to Interior Gateway Protocols (IGP), such as IGRP, which also use the network command to determine where to send updates. 

	Step 
	Command 
	Purpose 

	1 
	router bgp autonomous-system 
	Enable a BGP routing process, which places you in router conﬁguration mode. 

	2 
	network network-number [mask network-mask] [route-map route-map-name]
	Flag a network as local to this autonomous system and enter it to the BGP table. 


Note The network command is used to inject IGP routes into the BGP table. The network-mask portion of the command allows supernetting and subnetting. The router’s resources, such as conﬁgured NVRAM or RAM, determine the number of network commands you can use. Alternatively, you could use the redistribute command to achieve the same result. 
Conﬁgure BGP Neighbors 

Like other Exterior Gateway Protocols (EGPs), BGP must completely understand the relationships it has with its neighbors. Therefore, this task is required. 

BGP supports two kinds of neighbors: internal and external. Internal neighbors are in the same autonomous system; external neighbors are in different autonomous systems. Normally, external neighbors are adjacent to each other and share a subnet, while internal neighbors may be anywhere in the same autonomous system. 

To conﬁgure BGP neighbors, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	neighbor {ip-address | peer-group-name} 
	Specify a BGP neighbor. remote-as number 


Conﬁgure BGP Soft Reconﬁguration 

Whenever there is a change in the policy, the BGP session has to be cleared for the new policy to take effect. Clearing a BGP session causes cache invalidation and results in a tremendous impact on the operation of networks. 

Soft reconﬁguration allows policies to be conﬁgured and activated without clearing the BGP session. Soft reconﬁguration is recommended; it is done on a per-neighbor basis. 

· When soft reconﬁguration is used to generate inbound updates from a neighbor, it is called inbound soft reconﬁguration. 

· When soft reconﬁguration is used to send a new set of updates to a neighbor, it is called outbound soft reconﬁguration. 

Performing inbound reconﬁguration enables the new inbound policy to take effect. Performing outbound reconﬁguration causes the new local outbound policy take effect without resetting the BGP session. As a new set of updates is sent during outbound policy reconﬁguration, a new inbound policy of the neighbor can also take effect. 

In order to generate new inbound updates without resetting the BGP session, the local BGP speaker should store all the received updates without modiﬁcation, regardless of whether it is accepted or denied by the current inbound policy. This is memory intensive and should be avoided. On the other hand, outbound soft reconﬁguration does not have any memory overhead. One could trigger an outbound reconﬁguration in the other side of the BGP session to make the new inbound policy take effect. 

To allow inbound reconﬁguration, BGP should be conﬁgured to store all received updates. Outbound reconﬁguration does not require preconﬁguration. 

You can conﬁgure the Cisco IOS software to start storing received updates, which is required for inbound BGP soft reconﬁguration. Outbound reconﬁguration does not require inbound soft reconﬁguration to be enabled. 

To conﬁgure BGP soft conﬁguration, use the following command in router conﬁguration mode: 
	Command 
	Purpose 

	neighbor {ip-address | peer-group-name} soft-reconﬁguration [inbound]
	Conﬁgure BGP soft reconﬁguration. 


This command requires at least one keyword. 

Note The neighbor soft-reconﬁguration command requires at least one keyword. Currently the only keyword available is inbound, so the use of inbound is not optional. 

Our implementation of BGP supports BGP Versions 2, 3, and 4. If the neighbor does not accept default Version 4, dynamic version negotiation is implemented to negotiate down to Version 2. 

If you specify a BGP peer group by using the peer-group-name argument, all members of the peer group will inherit the characteristic conﬁgured with this command. 

Reset BGP Connections 

Once you have deﬁned two routers to be BGP neighbors, they will form a BGP connection and exchange routing information. If you subsequently change a BGP ﬁlter, weight, distance, version, or timer, or make a similar conﬁguration change, you must reset BGP connections for the conﬁguration change to take effect. Use either of the following commands in EXEC mode to reset BGP connections: 

	Command 
	Purpose 

	clear ip bgp address 
	Reset a particular BGP connection. 

	clear ip bgp * 
	Reset all BGP connections. 


Conﬁgure BGP Interactions with IGPs 

If your autonomous system will be passing trafﬁc through it from another autonomous system to a third autonomous system, it is very important that your autonomous system be consistent about the routes that it advertises. For example, if your BGP were to advertise a route before all routers in your network had learned about the route through your IGP, your autonomous system could receive trafﬁc that some routers cannot yet route. To prevent this from happening, BGP must wait until the IGP has propagated routing information across your autonomous system. This causes BGP to be synchronized with the IGP. Synchronization is enabled by default. 

In some cases, you do not need synchronization. If you will not be passing trafﬁc from a different autonomous system through your autonomous system, or if all routers in your autonomous system will be running BGP, you can disable synchronization. Disabling this feature can allow you to carry fewer routes in your IGP and allow BGP to converge more quickly. To disable synchronization, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	no synchronization 
	Disable synchronization between BGP and an IGP.


When you disable synchronization, you should also clear BGP sessions using the clear ip bgp command. 

In general, you will not want to redistribute most BGP routes into your IGP. A common design is to redistribute one or two routes and to make them exterior routes in IGRP, or have your BGP speaker generate a default route for your autonomous system. When redistributing from BGP into IGP, only the routes learned using EBGP get redistributed. 

In most circumstances, you also will not want to redistribute your IGP into BGP. Just list the networks in your autonomous system with network router conﬁguration commands and your networks will be advertised. Networks that are listed this way are referred to as local networks and have a BGP origin attribute of “IGP.” They must appear in the main IP routing table and can have any source; for example, they can be directly connected or learned via an IGP. The BGP routing process periodically scans the main IP routing table to detect the presence or absence of local networks, updating the BGP routing table as appropriate. 

If you do perform redistribution into BGP, you must be very careful about the routes that can be in your IGP, especially if the routes were redistributed from BGP into the IGP elsewhere. This creates a situation where BGP is potentially injecting information into the IGP and then sending such information back into BGP, and vice versa. 

Networks that are redistributed into BGP from the EGP protocol will be given the BGP origin attribute “EGP.” Other networks that are redistributed into BGP will have the BGP origin attribute of “incomplete.” The origin attribute in our implementation is only used in the path selection process. 
Conﬁguring BGP Weights 

A weight is a number that you can assign to a path so that you can control the path selection process. The administrative weight is local to the router. A weight can be a number from 0 to 65535. Any path that a Cisco router originates will have a default weight of 32768; other paths have weight 0. If you have particular neighbors that you want to prefer for most of your trafﬁc, you can assign a higher weight to all routes learned from that neighbor. 

Weights can be assigned based on autonomous system path access lists. A given weight becomes the weight of the route if the autonomous system path is accepted by the access list. Any number of weight ﬁlters are allowed. Weights can only be assigned via route maps. 

Disable AS Path Comparison 

RFC 1771, the IETF document deﬁning BGP, does not include as-path as part of the “tie-breaker” decision algorithm. By default, Cisco IOS software considers the as-path as a part of the decision algorithm. This enhancement makes it possible to modify the decision algorithm, bringing the router’s behavior in selecting a path more in line with the IETF speciﬁcation. 

To prevent the router from considering the as-path length when selecting a route, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	bgp bestpath as-path ignore 
	Conﬁgures the router to ignore as-path length in selecting a route. 


Conﬁgure BGP Route Filtering by Neighbor 

You can ﬁlter BGP advertisements in two ways: 

· Use AS-path ﬁlters, as with the ip as-path access-list global conﬁguration command and the neighbor ﬁlter-list command 

· Use access or preﬁx lists, as with the neighbor distribute-list command. 

Filtering using preﬁx lists is described in “Conﬁguring BGP Filtering Using Preﬁx Lists”.

If you want to restrict the routing information that the Cisco IOS software learns or advertises, you can ﬁlter BGP routing updates to and from particular neighbors. To do this, you can either deﬁne an access list or a preﬁx list and apply it to the updates. 

Note Distribute-list ﬁlters are applied to network numbers and not autonomous system paths. 

To ﬁlter BGP routing updates, use the following command in router conﬁguration mode: 

	Command
	Purpose 

	neighbor {ip-address | peer-group-name} distribute-list to/from {access-list-number | name} {in | out}
	 Filter BGP routing updates neighbors as speciﬁed in an access list. 


Note The neighbor preﬁx-list command can be used as an alternative to the neighbor distribute-list command, but you cannot use both commands in conﬁguring the same BGP peer. 

Note Although neighbor preﬁx-list can be used as an alternative to the neighbor distribute-list command, do not use attempt to apply both neighbor preﬁx list and neighbor distribute-list ﬁltering to the same neighbor. 
Conﬁguring BGP Filtering Using Preﬁx Lists 

Preﬁx lists can be used as an alternative to access lists in many BGP route ﬁltering commands. “How the System Filters Trafﬁc by Preﬁx List” describes the way preﬁx list ﬁltering works. 

Configuring BGP P1C-165 

The advantages of using preﬁx lists are: 

· Signiﬁcant performance improvement in loading and route lookup of large lists 

· Support for incremental updates Filtering using extended access lists does not support incremental updates. 

· More user-friendly command-line interface 

· The command-line interface for using access lists to ﬁlter BGP updates is difﬁcult to understand and use, since it uses the packet ﬁltering format. 

· Greater ﬂexibility 

Before using a preﬁx list in a command, you must set up a preﬁx list, and you may want to assign sequence numbers to the entries in the preﬁx list. 

How the System Filters Trafﬁc by Preﬁx List 

Filtering by preﬁx list involves matching the preﬁxes of routes with those listed in the preﬁx list. When there is a match, the route is used. The matching is similar to that of the access list. More speciﬁcally, whether a preﬁx is permitted or denied is based upon the following rules: 

· An empty preﬁx list permits all preﬁxes. 

· An implicit deny is assumed if a given preﬁx does not match any entries of a preﬁx list. 

· When multiple entries of a preﬁx list match a given preﬁx, the sequence number of a preﬁx list entry identiﬁes the entry with the lowest sequence number. In this case, the entry with the smallest sequence number is considered to be the “real” match. 

The router begins the search at the top of the preﬁx list, with the sequence number 1. Once a match or deny occurs, the router does not need to go through the rest of the preﬁx list. For efﬁciency, you may want to put the most common matches or denies near the top of the list, using the argument seq in the ip preﬁx-list command. The show commands always include the sequence numbers in their output. 

Sequence numbers are generated automatically unless you disable this automatic generation. If you disable the automatic generation of sequence numbers, you must specify the sequence number for each entry using the seq-value argument of the ip preﬁx-list command. 

Regardless of whether the default sequence numbers are used in conﬁguring a preﬁx list, a sequence number does not need to be speciﬁed when removing a conﬁguration entry. 

Show commands include the sequence numbers in their output. 

Create a Preﬁx List 

To create a preﬁx list, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	ip preﬁx-list list-name [seq seq-value] deny|permit network/len [ge ge-value] [le le-value]
	Creates a preﬁx list with the name speciﬁed for list-name. 


Note To create a preﬁx list you must enter at least one permit or deny clause. 

To remove a preﬁx list and all of its entries, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	no ip preﬁx-list list-name [seq seq-value] deny|permit network/len [ge ge-value] [le le-value]
	Removes a preﬁx list with the name speciﬁed for list-name.


Conﬁgure a Preﬁx List Entry 

You can add entries to a preﬁx list individually. To conﬁgure an entry in a preﬁx list, use the following command in router conﬁguration mode: 

	Command 
	Purpose

	 ip preﬁx-list list-name seq seq-value deny|permit network/len [ge ge-value] [le le-value] 
	Creates an entry in a preﬁx list and assigns a sequence number to the entry.


The optional keywords ge and le can be used to specify the range of the preﬁx length to be matched for preﬁxes that are more speciﬁc than network/len. An exact match is assumed when neither ge nor le is speciﬁed. The range is assumed to be from ge-value to 32 if only the ge attribute is speciﬁed, and from len to le-value if only the le attribute is speciﬁed. 

A speciﬁed ge-value and/or le-value must satisfy the following condition: 

len < ge-value <= le-value <= 32


For example, to deny all preﬁxes matching /24 in 128.0.0.0/8, you would use: 

ip prefix-list abc deny 128.0.0.0/8 ge 24 le 24


Note You can specify sequence values for preﬁx list entries in any increments you want (the automatically generated numbers are incremented in units of 5). If you specify the sequence values in increments of 1, you cannot insert additional entries into the preﬁx list. If you choose very large increments, you could run out of sequence values. 

Conﬁgure How Sequence Numbers of Preﬁx List Entries Are Speciﬁed 

By default, the sequence numbers are automatically generated when you create a preﬁx list entry. Sequence numbers can be suppressed with the command no ip preﬁx-list sequence-number. Sequence values are generated in increments of 5. The ﬁrst sequence value generated in a preﬁx list would be 5, then 10, then 15, and so on. If you specify a value for an entry and then do not specify values for subsequent entries, the assigned (generated) sequence values are incremented in units of ﬁve. For example, if you specify that the ﬁrst entry in the preﬁx list have a sequence value of 3, and then do not specify sequence values for the other entries, the automatically generated numbers will be 8, 13, 18, and so on. 
To disable the automatic generation of sequence numbers, use the following command: To re-enable automatic generation of the sequence numbers of preﬁx list entries, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	no ip preﬁx-list sequence-number 
	Disables the automatic generation of the sequence numbers for preﬁx list entries. 

	ip preﬁx-list sequence-number 
	Enables the automatic generation of the sequence numbers of preﬁx list entries. The default is enable. 


If you disable automatic generation of sequence numbers in a preﬁx list, you must specify the sequence number for each entry using the seq-value argument of the ip preﬁx-list command. 

Regardless of whether the default sequence numbers are used in conﬁguring a preﬁx list, a sequence number does not need to be speciﬁed when de-conﬁguring an entry. Show commands include the sequence numbers in their output. 

Delete a Preﬁx List or Preﬁx List Entries 

To delete a preﬁx list, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	no ip preﬁx-list list-name 
	Delete a preﬁx list. 


You can delete entries from a preﬁx list individually. To delete an entry in a preﬁx list, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	no ip preﬁx-list seq seq-value 
	Delete an entry in a preﬁx list. 


Note The sequence number of an entry does not need to be speciﬁed when you delete the entry. 

Show Preﬁx Entries 

To display information about preﬁx tables, preﬁx table entries, the policy associated with a node, or speciﬁc information about an entry, use the following commands: 

	Command 
	Purpose 

	show ip preﬁx-list [detail|summary] 
	Display information about all preﬁx lists. 

	show ip preﬁx-list [detail|summary] name 
	Display a table showing the entries in a preﬁx list. 

	show ip preﬁx-list name [network/len] 
	Display the policy associated with the node. 

	show ip preﬁx-list name [seq seq-num] 
	Display the preﬁx list entry with a given sequence number. 

	show ip preﬁx-list name [network/len] longer 
	Display all entries of a preﬁx list that are more speciﬁc than the given network and length. 

	show ip preﬁx-list name [network/len] 
	Display the entry of a preﬁx list that matches the given 

	ﬁrst-match 
	preﬁx (network and length of preﬁx).


Clear the Hit Count Table of Preﬁx List Entries 

To clear the hit count table of preﬁx list entries, use the following command in EXEC mode: 
	Command 
	Purpose 

	clear ip preﬁx-list name [network/len] 
	Clears the hit count table of the prefix list entries. 


Conﬁgure BGP Path Filtering by Neighbor 

In addition to ﬁltering routing updates based on network numbers, you can specify an access list ﬁlter on both incoming and outbound updates based on the BGP autonomous system paths. Each ﬁlter is an access list based on regular expressions. To do this, deﬁne an autonomous system path access list and apply it to updates to and from particular neighbors. See the “Regular Expressions” appendix in the Dial Solutions Command Reference for more information on forming regular expressions. 

To conﬁgure BGP path ﬁltering, use the following commands beginning in global conﬁguration mode: 

	Step 
	Command 
	Purpose 

	1 
	ip as-path access-list access-list-number {permit | deny} as-regular-expression
	Deﬁne a BGP-related access list. 

	
	
	

	2 
	router bgp autonomous-system 
	Enter router conﬁguration mode. 

	3 
	neighbor {ip-address | peer-group-name} ﬁlter-list 
	Establish a BGP ﬁlter. access-list-number {in | out} 


Disable Next-Hop Processing on BGP Updates 

You can conﬁgure the Cisco IOS software to disable next-hop processing for BGP updates to a neighbor. This might be useful in nonmeshed networks such as Frame Relay or X.25, where BGP neighbors might not have direct access to all other neighbors on the same IP subnet. There are two ways to disable next-hop processing: 

· provide a speciﬁc address to be used instead of the next-hop address (manually conﬁguring each address) 

· use a route map to specify that the address of the remote peer for matching inbound routes, or the local router for matching outbound routes (automatic method) 

Disable Next-Hop Processing Using a Speciﬁc Address 

To disable next-hop processing and provide a speciﬁc address to be used instead of the next-hop address, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	neighbor {ip-address | peer-group-name} next-hop-self 
	Disable next-hop processing on BGP updates to a neighbor. 


Conﬁguring this command causes the current router to advertise itself as the next hop for the speciﬁed neighbor. Therefore, other BGP neighbors will forward to it packets for that address. This is useful in a nonmeshed environment, since you know that a path exists from the present router to that address. In a fully meshed environment, this is not useful, since it will result in unnecessary extra hops and because there might be a direct access through the fully meshed cloud with fewer hops. 

Disable Next-Hop Processing Using a Route Map 

To override the inbound next hop setting for BGP routes and specify that the next hop of the matching routes is to be the IP address of the remote peer, or to set the peering address of the local router to be the next hop of the matching routes, use the neighbor next-hop-self command. 

This approach is less cumbersome that conﬁguring a speciﬁc address to be the next hop for BGP routes, especially at major interconnects, since each 

To conﬁgure the neighbor peering address to be used for the next hop address, use the following route map conﬁguration command: 

	Command 
	Purpose 

	set ip next-hop ip-address [...ip-address] [peer-address] 
	In an inbound route map of a BGP peer, sets the next hop of the matching routes to be the neighbor peering address, overriding any third-party next hops and allowing the same route map to be applied to multiple BGP peers to override third-party next hops. 
With an outbound route map of a BGP peer, sets the next hop of the received address to the peering address of the local router, disabling the next hop calculation. 
The next hop must be must be an adjacent router.


Conﬁgure the BGP Version 

By default, BGP sessions begin using BGP Version 4 and negotiating downward to earlier versions if necessary. To prevent negotiation and force the BGP version used to communicate with a neighbor, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	neighbor {ip-address | peer-group-name} version 
	Specify the BGP version to use when value communicating with a neighbor. 


BGP uses the Multi Exit Discriminator (MED) metric as a hint to external neighbors about preferred paths. (The name of this metric for BGP Versions 2 and 3 is INTER_AS_METRIC.) You can set the MED of the redistributed routes by performing the following task. All the routes without a MED will also be set to this value. Use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	default-metric number 
	Set a multi exit discriminator. 


Alternatively, you can set the MED using the route-map command. See the “BGP 
Use Route Maps to Modify Updates

You can use a route map on a per-neighbor basis to ﬁlter updates and modify various attributes. A route map can be applied to either inbound or outbound updates. Only the routes that pass the route map are sent or accepted in updates. 

On both the inbound and the outbound updates, we support matching based on autonomous system path, community, and network numbers. Autonomous system path matching requires the as-path access-list command, community based matching requires the community-list command and network-based matching requires the ip access-list command. Use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	neighbor {ip-address | peer-group-name} 
	Apply a route map to incoming or outgoing routes. 

	route-map route-map-name {in | out} 
	


Reset EBGP Connections Immediately upon Link Failure 

Normally, when a link between external neighbors goes down, the BGP session will not be reset immediately. If you want the EBGP session to be reset as soon as an interface goes down, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	bgp fast-external-fallover 
	Automatically reset EBGP sessions. 


Conﬁgure Aggregate Addresses 

Classless interdomain routing (CIDR) enables you to create aggregate routes (or supernets) to minimize the size of routing tables. You can conﬁgure aggregate routes in BGP either by redistributing an aggregate route into BGP or by using the conditional aggregation feature described in the following task table. An aggregate address will be added to the BGP table if there is at least one more speciﬁc entry in the BGP table. 

To create an aggregate address in the routing table, use one or more of the following commands in router conﬁguration mode: 

	Command 
	Purpose 

	aggregate-address address mask 
	Create an aggregate entry in the BGP routing table. 

	aggregate-address address mask as-set 
	Generates autonomous system set path information. 

	aggregate-address address-mask summary-only 
	Advertise summary addresses only. 

	aggregate-address address mask suppress-map map-name 
	Suppress selected, more speciﬁc routes. 

	aggregate-address address mask advertise-map map-name
	Generate an aggregate based on conditions speciﬁed by the route map. 

	aggregate-address address mask attribute-map map-name
	Generate an aggregate with attributes speciﬁed in the route map. 


Disable Automatic Summarization of Network Numbers 

In BGP Version 3, when a subnet is redistributed from an IGP into BGP, only the network route is injected into the BGP table. By default, this automatic summarization is enabled. To disable automatic network number summarization, use the following command in router conﬁguration mode: 

	Command
	Purpose 

	no auto-summary
	Disable automatic network summarization.


Conﬁgure BGP Community Filtering 

BGP supports transit policies via controlled distribution of routing information. The distribution of routing information is based on one of the following three values: 

· IP address (see the “Conﬁgure BGP Route Filtering by Neighbor” section earlier in this chapter). 

· The value of the AS_PATH attribute (see the “Conﬁgure BGP Path Filtering by Neighbor”section earlier in this chapter). 

· The value of the COMMUNITIES attribute (as described in this section). 

The COMMUNITIES attribute is a way to group destinations into communities and apply routing decisions based on the communities. This method simpliﬁes a BGP speaker’s conﬁguration that controls distribution of routing information. 

A community is a group of destinations that share some common attribute. Each destination can belong to multiple communities. Autonomous system administrators can deﬁne to which communities a destination belongs. By default, all destinations belong to the general Internet community. The community is carried as the COMMUNITIES attribute. 

The COMMUNITIES attribute is an optional, transitive, global attribute in the numerical range from 1 to 4,294,967,200. Along with Internet community, there are a few predeﬁned, well-known communities, as follows: 

· internet—Advertise this route to the Internet community. All routers belong to it. 

· no-export—Do not advertise this route to EBGP peers. 

· no-advertise—Do not advertise this route to any peer (internal or external). 

· local-as—Do not advertise this route to peers outside the local autonomous system. This route will not be advertised to other autonomous systems or sub-autonomous systems when confederations are configured. 

Based on the community, you can control which routing information to accept, prefer, or distribute to other neighbors. A BGP speaker can set, append, or modify the community of a route when you learn, advertise, or redistribute routes. When routes are aggregated, the resulting aggregate has a COMMUNITIES attribute that contains all communities from all the initial routes. 

You can use community lists to create groups of communities to use in a match clause of a route map. Just like an access list, a series of community lists can be created. Statements are checked until a match is found. As soon as one statement is satisﬁed, the test is concluded.
To create a community list, use the following command in global conﬁguration mode: 

	Command 
	Purpose 

	ip community-list community-list-number {permit | deny} community-number
	Create a community list. 


To set the COMMUNITIES attribute and match clauses based on communities, see the match community-list and set community commands in the “Redistribute Routing Information” section in the “Conﬁguring IP Routing Protocol-Independent Features” chapter. 

By default, no COMMUNITIES attribute is sent to a neighbor. You can specify that the COMMUNITIES attribute be sent to the neighbor at an IP address by using the following command in router conﬁguration mode: 

	Command 
 
	Purpose

	neighbor{ip-address | peer-group-name}send-community [both | standard |extended]
	Specifies that the communities attribute be sent to the neighbor at this IP address.



Both standard and extended communities can be specified with the both keyword. Only standard or only extended can be specified with the standard and extended keywords. 

To remove communities from the community attribute of an inbound or outbound update using a route map to ﬁlter and determine the communities to be deleted, use the following command in router conﬁguration mode:
	Command 
	Purpose 

	set comm-list list-num delete 
	Removes communities in a community attribute that match a standard or extended community list. 


Note To delete a BGP community using this feature, each entry of a standard community list should list only one community. 

Specify the Format for the Community 

A BGP community is displayed in a two-part format two bytes long in the show ip bgp community command output, as well as wherever communities are displayed in the router conﬁguration, such as router maps and community lists. In the most recent version of the RFC for BGP, a community is of the form AA:NN, where the ﬁrst part is the AS number and the second part is a 2 byte number.The Cisco default community format is in the format NNAA. 

To display BGP communities in the new format, use the following command in global conﬁguration mode: 

	Command 
	Purpose 

	ip bgp-community new-format 
	Displays and parses BGP BGP communities in the format AA:NN. 


Conﬁguring BGP Conditional Advertisement 

The BGP advertises routes from its routing table to external peers (peers in different autonomous systems) by default. The BGP Conditional Advertisement feature provides additional control of route advertisement depending on the existence of other preﬁxes in the BGP table. Normally, routes are propagated regardless of the existence of a different path. The BGP Conditional Advertisement feature uses the non-exist-map and the advertise-map to track routes by the route preﬁx. If a route preﬁx is not present in the non-exist-map, the route speciﬁed by the advertise-map is announced. The announced route is installed to the BGP routing table as a locally originated route and will behave as a locally originated route. The announced route will be originated by BGP only if the corresponding IGP route exists. After the preﬁx is locally originated by BGP, BGP will advertise the preﬁx to internal and external peers. If the route preﬁx is present, the route in the advertise-map is not announced. 

This feature can be useful in a multihomed network, in which some preﬁxes are to be advertised to one of the providers, only if information from the other provider is missing. This condition would indicate a failure in the peering session, or partial reachability. 

Note The conditional BGP announcements are sent in addition to the normal announcements that a BGP router sends to its peers. 

The Size of the Global BGP Table Is Reduced 

If the same information is advertised to all providers in a multihomed environment, the information is duplicated in the global BGP table. When the BGP Conditional Advertisement feature is used, only partial routes are advertised to each provider, and the size of the global BGP table is not increased with redundant information. 

Better Inbound Trafﬁc Control 

The user can guarantee the path that inbound trafﬁc will follow because only speciﬁc paths are advertised to providers. 

Note Autonomous system path list information cannot be used for conditional advertisement because the IP routing table does not contain autonomous system path information. 
BGP Conditional Advertisement Conﬁguration Task List 

See the following section for conﬁguration tasks for the BGP Conditional Advertisement feature. Each task in the list indicates if the task is optional or required. 

· Conﬁgure the route-maps that will be used in conjunction with the advertise-map and the non-exist-map. This step may include the conﬁguration of access-lists and preﬁx-lists. (Required) 

· Conﬁgure the router to run BGP. (Required) 

· Conﬁgure the advertise-map and the non-exist-map with the neighbor advertise-map non-exist-map router conﬁguration command. (Required) 

· Verify that the BGP Condition Advertisement feature has been conﬁgured with the show ip bgp neighbor command. (Optional) 

Conditional Advertisement of a Set of Routes 

To conditionally advertise a set of routes, use the following commands begining in router conﬁguration mode: 

	Step
	Command
	Purpose

	1 
	router bgp as-number 
	Configures the router to run a BGP process. 

	2 
	neighbor ip-address remote-as as-number 
	Specifies the peer that should receive conditional advertisement for a given set routes. 

	 3 
	neighbor ip-address advertise-map map1 non-exist-map map2 
	Configures the advertise-map and non-exist map for the BGP Conditional Advertisement feature. 


Verifying BGP Conditional Advertisement feature 

To verify that the BGP Condition Advertisement feature has been conﬁgured, use the show ip bgp neighbor command. The show ip bgp neighbor EXEC command will show the status of the BGP Conditional Advertisement feature as initialized or uninitialized. 

The following example shows output from the show ip bgp neighbor EXEC command: 

router# show ip bgp neigbor 172.17.1.1
BGP neighbor is 172.17.1.1, remote AS 65200, internal link


 Description:link to boston as 65200
 BGP version 4, remote router ID 31.1.1.1
 BGP state = Established, up for 01:04:30
 Last read 00:00:30, hold time is 180, keepalive interval is 60 seconds
 Neighbor capabilities:


 Route refresh:advertised and received


 Address family IPv4 Unicast:advertised and received
 Received 83 messages, 0 notifications, 0 in queue
 Sent 78 messages, 0 notifications, 0 in queue
 Route refresh request:received 0, sent 0
 Minimum time between advertisement runs is 5 seconds


 For address family:IPv4 Unicast
 BGP table version 18, neighbor version 18
 Index 2, Offset 0, Mask 0x4
 Inbound soft reconfiguration allowed
 NEXT_HOP is always this router
 Community attribute sent to this neighbor
 Condition-map old-route, Advertise-map new-route, status:Uninitialized
 2 accepted prefixes consume 72 bytes
 Prefix advertised 7, suppressed 0, withdrawn 4


 Connections established 1; dropped 0
 Last reset 01:05:29, due to Soft reconfig change


BGP Conditional Advertisement Troubleshooting Tips 

This section provides troubleshooting information for the BGP conditional advertisement feature. 

The BGP Conditional Advertisement feature is based on the nonexistence of a preﬁx and the advertisement of another. Normally, only two problems can occur: 

· The tracked preﬁx exists, but the conditional advertisement occurs. 

· The tracked preﬁx does not exist, and the conditional advertisement does not occur. The same method of troubleshooting is used for both problems: 

· Verify the existence (or not) of the tracked preﬁx in the BGP table with the show ip bgp EXEC command. 

· Verify the advertisement (or not) of the other preﬁx using the show ip bgp neighbor advertised-routes EXEC command. 

The user needs to ensure that all of the characteristics speciﬁed in the route maps match the routes in the BGP table. 
Conﬁgure a Routing Domain Confederation 

One way to reduce the IBGP mesh is to divide an autonomous system into multiple autonomous systems and group them into a single confederation. To the outside world, the confederation looks like a single autonomous system. Each autonomous system is fully meshed within itself, and has a few connections to other autonomous systems in the same confederation. Even though the peers in different autonomous systems have EBGP sessions, they exchange routing information as if they were IBGP peers. Speciﬁcally, the next-hop, MED, and local preference information is preserved. This enables to us to retain a single Interior Gateway Protocol (IGP) for all of the autonomous systems. 

To conﬁgure a BGP confederation, you must specify a confederation identiﬁer. To the outside world, the group of autonomous systems will look like a single autonomous system with the confederation identiﬁer as the autonomous system number. 
To conﬁgure a BGP confederation identiﬁer, use the following command in router conﬁguration mode: 

	Command
	Purpose 

	bgp confederation identiﬁer autonomous-system 
	Conﬁgure a BGP confederation. 


In order to treat the neighbors from other autonomous systems within the confederation as special EBGP peers, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	bgp confederation peers autonomous-system [autonomous-system ...]
	Specify the autonomous systems that belong to the confederation. 


For an alternative way to reduce the IBGP mesh, see the next section, “Conﬁgure a Route Reﬂector.” 
Conﬁgure a Route Reﬂector 

BGP requires that all of the IBGP speakers be fully meshed. However, this requirement does not scale when there are many IBGP speakers. Instead of conﬁguring a confederation, another way to reduce the IBGP mesh is to conﬁgure a route reﬂector. 

Figure 30 illustrates a simple IBGP conﬁguration with three IBGP speakers (Routers A, B, and C). Without route reﬂectors, when Router A receives a route from an external neighbor, it must advertise it to both Routers B and C. Routers B and C do not readvertise the IBGP learned route to other IBGP speakers because the routers do not pass routes learned from internal neighbors on to other internal neighbors, thus preventing a routing information loop. 

Figure 30 Three Fully Meshed IBGP Speakers 
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With route reﬂectors, all IBGP speakers need not be fully meshed because there is a method to pass learned routes to neighbors. In this model, an internal BGP peer is conﬁgured to be a route reﬂector responsible for passing IBGP learned routes to a set of IBGP neighbors. In Figure31, RouterB is conﬁgured as a route reﬂector. When the route reﬂector receives routes advertised from Router A, it advertises them to Router C, and vice versa. This scheme eliminates the need for the IBGP session between Routers A and C. 
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The internal peers of the route reﬂector are divided into two groups: client peers and all the other routers in the autonomous system (nonclient peers). A route reﬂector reﬂects routes between these two groups. The route reﬂector and its client peers form a cluster. The nonclient peers must be fully meshed with each other, but the client peers need not be fully meshed. The clients in the cluster do not communicate with IBGP speakers outside their cluster. 

Figure 32 illustrates a more complex route reﬂector scheme. Router A is the route reﬂector in a cluster with Routers B, C, and D. Routers E, F, and G are fully meshed, nonclient routers. 

Figure 32 More Complex BGP Route Reﬂector Model 
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When the route reﬂector receives an advertised route, depending on the neighbor, it does the following: 

· A route from an external BGP speaker is advertised to all clients and nonclient peers. 

· A route from a nonclient peer is advertised to all clients. 

· A route from a client is advertised to all clients and nonclient peers. Hence, the clients need not be fully meshed. 

To conﬁgure a route reﬂector and its clients, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	neighbor ip-address route-reﬂector-client 
	Conﬁgure the local router as a BGP route reﬂector and the speciﬁed neighbor as a client. 


Along with route reﬂector-aware BGP speakers, it is possible to have BGP speakers that do not understand the concept of route reﬂectors. They can be members of either client or nonclient groups. This allows easy, gradual migration from the old BGP model to the route reﬂector model. Initially, you could create a single cluster with a route reﬂector and a few clients. All the other IBGP speakers could be nonclient peers to the route reﬂector and then more clusters could be created gradually. 

An autonomous system can have multiple route reﬂectors. A route reﬂector treats other route reﬂectors just like other IBGP speakers. A route reﬂector can be conﬁgured to have other route reﬂectors in a client group or nonclient group. In a simple conﬁguration, the backbone could be divided into many clusters. Each route reﬂector would be conﬁgured with other route reﬂectors as nonclient peers (thus, all the route reﬂectors will be fully meshed). The clients are conﬁgured to maintain IBGP sessions with only the route reﬂector in their cluster. 

Usually a cluster of clients will have a single route reﬂector. In that case, the cluster is identiﬁed by the router ID of the route reﬂector. To increase redundancy and avoid a single point of failure, a cluster might have more than one route reﬂector. In this case, all route reﬂectors in the cluster must be conﬁgured with the 4-byte cluster ID so that a route reﬂector can recognize updates from route reﬂectors in the same cluster. All the route reﬂectors serving a cluster should be fully meshed and all of them should have identical sets of client and nonclient peers. 

If the cluster has more than one route reﬂector, conﬁgure the cluster ID by using the following command in router conﬁguration mode: 

	Command
	Purpose 

	bgp cluster-id cluster-id
	Conﬁgure the cluster ID. 


Use the show ip bgp command to display the originator ID and the cluster-list attributes. 

By default, the clients of a route reﬂector are not required to be fully meshed and the routes from a client are reﬂected to other clients. However, if the clients are fully meshed, the route reﬂector does not need to reﬂect routes to clients. To disable client-to-client route reﬂection, use the following command in router conﬁguration mode: 

	Command
	Purpose 

	no bgp client-to-client reﬂection
	Disable client-to-client route reﬂection. 


As the IBGP learned routes are reﬂected, it is possible for routing information to loop. The route reﬂector model has the following mechanisms to avoid routing loops: 

· Originator-ID is an optional, nontransitive BGP attribute. This is a 4-byte attributed created by a route reﬂector. The attribute carries the router ID of the originator of the route in the local autonomous system. Therefore, if a misconﬁguration causes routing information to come back to the originator, the information is ignored. 

· Cluster-list is an optional, nontransitive BGP attribute. It is a sequence of cluster IDs that the route has passed. When a route reﬂector reﬂects a route from its clients to nonclient peers, it appends the local cluster ID to the cluster-list. If the cluster-list is empty, it creates a new one. Using this attribute, a route reﬂector can identify if routing information is looped back to the same cluster due to misconﬁguration. If the local cluster ID is found in the cluster-list, the advertisement is ignored. 

· Using set clauses in outbound route maps modiﬁes attributes, possibly creating routing loops. To avoid this, set clauses of outbound route maps are ignored for routes reﬂected to IBGP peers. 

Conﬁgure BGP Peer Groups 

Often, in a BGP speaker, many neighbors are conﬁgured with the same update policies (that is, the same outbound route maps, distribute lists, ﬁlter lists, update source, and so on). Neighbors with the same update policies can be grouped into peer groups to simplify conﬁguration and, more importantly, to make updating more efﬁcient. When you have many peers, this approach is highly recommended. 

The three steps to conﬁgure a BGP peer group, described in the following sections, are as follows: 

1. Create the Peer Group 

2. Assign Options to the Peer Group 3 Make Neighbors Members of the Peer Group You can disable a BGP peer or peer group without removing all the conﬁguration information using the neighbor shutdown command. 

To create a BGP peer group, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	neighbor peer-group-name peer-group
	 Create a BGP peer group. 


Assign Options to the Peer Group 

After you create a peer group, you conﬁgure the peer group with neighbor commands. By default, members of the peer group inherit all the conﬁguration options of the peer group. Members can also be conﬁgured to override the options that do not affect outbound updates. 

Peer group members will always inherit the following: remote-as (if conﬁgured), version, update-source, out-route-map, out-ﬁlter-list, out-dist-list, minimum-advertisement-interval, and next-hop-self. All the peer group members will inherit changes made to the peer group. 

To assign conﬁguration options to an individual neighbor, specify any of the following commands using the IP address. To assign the options to a peer group, specify any of the commands using the peer group name. Use any of these commands in router conﬁguration mode. 

	Command 
	Purpose 

	neighbor {ip-address | peer-group-name} remote-as number 
	Specify a BGP neighbor. 

	neighbor {ip-address | peer-group-name} description text 
	Associate a description with a neighbor. 

	neighbor {ip-address | peer-group-name} default-originate [route-map map-name]
	Allow a BGP speaker (the local router) to send the default route 0.0.0.0 to a neighbor for use as a default route. 

	neighbor {ip-address | peer-group-name} send-community
	Specify that the COMMUNITIES attribute be sent to the fneighbor at this IP address. 

	neighbor {ip-address | peer-group-name} update-source interface 
	Allow internal BGP sessions to use any operational interface for TCP connections. 

	neighbor {ip-address | peer-group-name} ebgp-multihop
	Allow BGP sessions, even when the neighbor is not on a directly connected segment. The multihop session is not established if the only route to the multi-hop peer’s address is the default route (0.0.0.0). 

	neighbor {ip-address | peer-group-name} advertisement-interval seconds 
	Set the minimum interval between sending BGP routing updates. 

	neighbor {ip-address | peer-group-name} maximum-preﬁx maximum [threshold] [warning-only]  
	Limit the number of preﬁxes allowed from a neighbor.

	neighbor {ip-address | peer-group-name} password string 
	Invoke MD5 authentication on a TCP connection to a BGP peer. 

	distribute-list {access-list-number | name}{in | out}
neighbor {ip-address | peer-group-name}
	Filter BGP routing updates to/from neighbors, as speciﬁed in an access list. 

	ﬁlter-list access-list-number {in | out} 
	Establish a BGP ﬁlter.

	neighbor {ip-address | peer-group-name} next-hop-self 
	Disable next-hop processing on the BGP updates to a neighbor.

	neighbor {ip-address | peer-group-name} version value
	Specify the BGP version to use when communicating with a neighbor. 

	neighbor {ip-address | peer-group-name} route-map map-name {in | out}
	Apply a route map to incoming or outgoing routes. 

	neighbor {ip-address | peer-group-name} 
	Conﬁgure the software to start storing received updates.

	soft-reconﬁguration inbound 
	This command requires at least one keyword. Currently the only keyword available is inbound, so the use of inbound is not optional. 


If a peer group is not conﬁgured with a remote-as, the members can be conﬁgured with the neighbor remote-as command. This allows you to create peer groups containing EBGP neighbors. 

You can customize inbound policies for peer group members, (using, for example, a distribute list, route map, or ﬁlter list) because one identical copy of an update is sent to every member of a group. Therefore, neighbor options related to outgoing updates cannot be customized for peer group members. 

External BGP peers normally must reside on a directly connected network. Sometimes it is useful to relax this restriction in order to test BGP; do so by specifying the neighbor ebgp-multihop command. 

Note To avoid the accidental creation of loops through oscillating routes, the multihop session will not be established if the only route to the multihop peer’s address is the default route (0.0.0.0). 

Members of a peer group can pass routes from one member of the peer group to another. For example, if router B is peering with routers A and C, router B can pass router A's routes to router C. 

For internal BGP, you might want to allow your BGP connections to stay up regardless of which interface is used to reach a neighbor. To do this, you ﬁrst conﬁgure a loopback interface and assign it an IP address. Next, conﬁgure the BGP update source to be the loopback interface. Finally, conﬁgure your neighbor to use the address on the loopback interface. Now the IBGP session will be up as long as there is a route, regardless of any interface. 

You can set the minimum interval of time between BGP routing updates. 

You can invoke MD5 authentication between two BGP peers, meaning that each segment sent on the TCP connection between them is veriﬁed. This feature must be conﬁgured with the same password on both BGP peers; otherwise, the connection between them will not be made. The authentication feature uses the MD5 algorithm. Invoking authentication causes the Cisco IOS software to generate and check the MD5 digest of every segment sent on the TCP connection. If authentication is invoked and a segment fails authentication, then a message appears on the console. 

Disabling a Peer or Peer Group

When conﬁguring BGP peers with MD5 authentication that pass through a PIX ﬁrewall you must also disable the TCP random sequence number feature on the PIX ﬁrewall because this feature will prevent the BGP peers from successfully negotiating a connection. The BGP neighbor authentication fails because the PIX ﬁrewall changes the TCP sequence number for IP packets before it forwards them. When the BGP peer receiving the authentication request runs the MD5 algorithm it will detect that the TCP sequence number has been changed and reject the authentication request. To prevent the TCP sequence number change, use the nonrandomseq keyword in the PIX conﬁguration for the static route conﬁgured to allow the BGP connection through the ﬁrewall. The non random sequence feature on the PIX ﬁrewall prevents the PIX ﬁrewall software from changing the sequence number. 

Here is an example of the static command conﬁguration on the PIX with the nonrandomseq keyword: 

static (inside, outside) 10.0.0.0 10.0.0.0 netmask 255.0.0.0 norandomseq


Make Neighbors Members of the Peer Group 

Finally, to conﬁgure a BGP neighbor to be a member of that BGP peer group, use the following command in router conﬁguration mode, using the same peer group name: 

	Command
	 Purpose 

	neighbor ip-address peer-group peer-group-name 
	Make a BGP neighbor a member of the peer group. 


Disabling a Peer or Peer Group 

To disable an existing BGP neighbor or neighbor peer group, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	neighbor {ip-address | peer-group-name} shutdown 
	Shutdown or disable a BGP neighbor or peer group. 


To enable a previously existing neighbor or neighbor peer group that had been disabled using the neighbor shutdown command, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	no neighbor {ip-address | peer-group-name} shutdown 
	Enable a BGP neighbor or peer group. 


Indicate Backdoor Routes 

You can indicate which networks are reachable by using a backdoor route that the border router should use. A backdoor network is treated as a local network, except that it is not advertised. To conﬁgure backdoor routes, use the following command in router conﬁguration mode: 

	Command
	 Purpose 

	network address backdoor
	 Indicate reachable networks through backdoor routes. 


Modify Parameters While Updating the IP Routing Table 

By default, when a BGP route is put into the IP routing table, the MED is converted to an IP route metric, the BGP next hop is used as the next hop for the IP route, and the tag is not set. However, you can use a route map to perform mapping. To modify metric and tag information when the IP routing table is updated with BGP learned routes, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	table-map route-map name 
	Apply a route map to routes when updating the IP routing table. 


Set Administrative Distance 

Administrative distance is a measure of the preference of different routing protocols. BGP uses three different administrative distances: external, internal, and local. Routes learned through external BGP are given the external distance, routes learned with internal BGP are given the internal distance, and routes that are part of this autonomous system are given the local distance. To assign a BGP administrative distance, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	distance bgp external-distance internal-distance local-distance
	Assign a BGP administrative distance. 


Changing the administrative distance of BGP routes is considered dangerous and generally is not recommended. The external distance should be lower than any other dynamic routing protocol, and the internal and local distances should be higher than any other dynamic routing protocol. 

Adjust BGP Timers 

BGP uses certain timers to control periodic activities such as the sending of keepalive messages, and the interval after not receiving a keepalive message after which the Cisco IOS software declares a peer dead. By default, the keepalive timer is 60 seconds, and the holdtime timer is 180 seconds.You can adjust these timers. When a connection is started, BGP will negotiate the hold time with the neighbor. The smaller of the two hold times will be chosen. The keepalive timer is then set based on the negotiated hold time and the conﬁgured keepalive time. To adjust BGP timers for all neighbors, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	timers bgp keepalive holdtime
	 Adjust BGP timers for all neighbors. 


To adjust BTP keepalive and holdtime timers for a speciﬁc neighbor, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	neighbor [ip-address | peer group-name] timers 
	Sets the keepalive and holdtime timers (in seconds) for keepalive holdtime the speciﬁed peer or peer group. 


Note The timers conﬁgured for a speciﬁc neighbor or peer group override the timers conﬁgured for all BGP neighbors using the timers bgp command. 

To clear the timers for a BGP neighbor or peer group, use the no form of the neighbor timers command. 

Change the Local Preference Value 

You can deﬁne a particular path as more preferable or less preferable than other paths by changing the default local preference value of 100. To assign a different default local preference value, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	bgp default local-preference value 
	Change the default local preference value. 


You can use route maps to change the default local preference of speciﬁc paths. 

Redistribute Network 0.0.0.0 

By default, you are not allowed to redistribute network 0.0.0.0. To permit the redistribution of network 0.0.0.0, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	default-information originate 
	Allow the redistribution of network 0.0.0.0 into BGP. 


Conﬁgure the Router to Consider a Missing MED as Worst Path 

To conﬁgure the router to consider a path with a missing MED attribute as the worst path, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	bgp bestpath missing-as-worst 
	Conﬁgures the router to consider a missing MED as having a value of inﬁnity, making the path without a MED value the least desirable path. 


Select Path Based on MEDs from Other Autonomous Systems 

The MED is one of the parameters that is considered when selecting the best path among many alternative paths. The path with a lower MED is preferred over a path with a higher MED. 

By default, during the best-path selection process, MED comparison is done only among paths from the same autonomous system. You can allow comparison of MEDs among paths regardless of the autonomous system from which the paths are received. To do so, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	bgp always-compare-med 
	Allow the comparison of MEDs for paths from neighbors in different autonomous systems. 


Conﬁgure the Router to Use the MED to Choose a Path from Sub-AS Paths 

To conﬁgure the router to consider the MED value in choosing a path, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	bgp bestpath med-confed 
	Conﬁgures the router to consider the MED in choosing a path from among those advertised by different sub-ASs within a confederation. 


The comparison between MEDs is only made if there are no external ASes in the path (an external AS is an AS that is not within the confederation). If there is an external AS in the path, then the external MED is passed transparently through the confederation, and the comparison is not made. 

For e and we are comparing route A with these paths: 

path= 65000 65004, med=2
path= 65001 65004, med=3
path= 65002 65004, med=4
path= 65003 1, med=1


In this case, path 1 would be chosen if bgp bestpath med-confed is enabled. The fourth path has a lower MED, but it is not involved in the MED comparison because there is an external AS in this path. 

Conﬁgure the Router to Use the MED to Choose a Path in a Confederation 

To conﬁgure the router to use the MED to select the best path from among paths advertised by a single sub-AS within a confederation, use the following command in router conﬁguration mode: 

	Command
	Purpose 
	

	bgp deterministic med
	
	Conﬁgures the router to consider the MED in choosing the best path from among paths advertised by a single sub-AS within the confederation. 


Note If bgp always-compare-med is enabled, all paths are fully comparable, including those from other ASes in the confederation, even if bgp deterministic med is also enabled. 

Conﬁgure Route Dampening 

Route dampening is a BGP feature designed to minimize the propagation of ﬂapping routes across an internetwork. A route is considered to be ﬂapping when it is repeatedly available, then unavailable, then available, then unavailable, and so on. 

For example, consider a network with three BGP autonomous systems: AS 1, AS 2, and AS 3. Suppose the route to network A in AS 1 ﬂaps (it becomes unavailable). Under circumstances without route dampening, AS 1’s EBGP neighbor to AS 2 sends a Withdraw message to AS 2. The border router in AS 2, in turn, propagates the Withdraw to AS 3. When the route to network A reappears, AS 1 sends an Advertisement to AS 2, which sends it to AS 3. If the route to network A repeatedly becomes unavailable, then available, many Withdrawals and Advertisements are sent. This is a problem in an internetwork connected to the Internet because a route ﬂap in the Internet backbone usually involves many routes. 

Note No penalty is applied to a BGP peer reset when route dampening is enabled. Although the reset withdraws the route, there is no penalty applied in this instance, even if route ﬂap dampening is enabled. 

Minimize Flapping 

The route dampening feature minimizes the ﬂapping problem as follows. Suppose again that the route to network A ﬂaps. The router in AS 2 (where route dampening is enabled) assigns network A a penalty of 1000 and moves it to “history” state. The router in AS 2 continues to advertise the status of the route to neighbors. The penalties are cumulative. When the route ﬂaps so often that the penalty exceeds a conﬁgurable suppress limit, the router stops advertising the route to network A, regardless of how many times it ﬂaps. Thus, the route is dampened. 

The penalty placed on network A is decayed until the reuse limit is reached, upon which the route is once again advertised. At half of the reuse limit, the dampening information for the route to network A is removed. 

Understand Route Dampening Terms 

The following terms are used when describing route dampening: 

· Flap—A route is available, then unavailable, or vice versa. 

· History state—After a route ﬂaps once, it is assigned a penalty and put into “history state,” meaning the router does not have the best path, based on historical information. 

· Penalty—Each time a route ﬂaps, the router conﬁgured for route dampening in another AS assigns the route a penalty of 1000. Penalties are cumulative. The penalty for the route is stored in the BGP routing table until the penalty exceeds the suppress limit. At that point, the route state changes from “history” to “damp.” 

· Damp state—In this state, the route has ﬂapped so often that the router will not advertise this route to BGP neighbors. 

· Suppress limit—A route is suppressed when its penalty exceeds this limit. The default value is 2000. 

· Half-life—Once the route has been assigned a penalty, the penalty is decreased by half after the half-life period (which is 15 minutes by default). The process of reducing the penalty happens every 5 seconds. 

· Reuse limit—As the penalty for a ﬂapping route decreases and falls below this reuse limit, the route is unsuppressed. That is, the route is added back to the BGP table and once again used for forwarding. The default reuse limit is 750. The process of unsuppressing routes occurs at 10-second increments. Every 10 seconds, the router ﬁnds out which routes are now unsuppressed and advertises them to the world. 

· Maximum suppress limit—This value is the maximum amount of time a route can be suppressed. The default value is 4 times the half-life. 

The routes external to an AS learned via IBGP are not dampened. This policy prevent the IBGP peers from having a higher penalty for routes external to the AS. 

Enable Route Dampening 

To enable BGP route dampening, use the following command in global conﬁguration mode: 

	Command 
	Purpose 

	bgp dampening 
	Enable BGP route dampening. 


To change the default values of various dampening factors, use the following command in global conﬁguration mode: 

	Command 
	Purpose 

	bgp dampening half-life reuse suppress max-suppress [route-map map]
	Change the default values of route dampening factors. 


Monitor and Maintain BGP Route Dampening 

You can monitor the ﬂaps of all the paths that are ﬂapping. The statistics will be deleted once the route is not suppressed and is stable for at least one half-life. To display ﬂap statistics, use the following commands in EXEC mode: 

	Command 
	Purpose 

	show ip bgp ﬂap-statistics 
	Display BGP ﬂap statistics for all paths. 

	show ip bgp ﬂap-statistics regexp regexp 
	Display BGP ﬂap statistics for all paths that match the regular expression. 

	show ip bgp ﬂap-statistics ﬁlter-list list 
	Display BGP ﬂap statistics for all paths that pass the ﬁlter. 

	show ip bgp ﬂap-statistics address mask 
	Display BGP ﬂap statistics for a single entry. 

	show ip bgp ﬂap-statistics address mask longer-preﬁx
	Display BGP ﬂap statistics for more speciﬁc entries. 


To clear BGP ﬂap statistics (thus making it less likely that the route will be dampened), use the following commands in EXEC mode: 

	Command
	 Purpose 

	clear ip bgp ﬂap-statistics
	 Clear BGP ﬂap statistics for all routes. 

	clear ip bgp ﬂap-statistics regexp regexp 
	Clear BGP ﬂap statistics for all paths that match the regular expression. 

	clear ip bgp ﬂap-statistics ﬁlter-list list 
	Clear BGP ﬂap statistics for all paths that pass the ﬁlter. 

	clear ip bgp ﬂap-statistics address mask 
	Clear BGP ﬂap statistics for a single entry. 

	clear ip bgp address ﬂap-statistics 
	Clear BGP ﬂap statistics for all paths from a neighbor. 


Note The ﬂap statistics for a route are also cleared when a BGP peer is reset. Although the reset withdraws the route, there is no penalty applied in this instance, even if route ﬂap dampening is enabled.

Monitor and Maintain BGP

Once a route is dampened, you can display BGP route dampening information, including the time remaining before the dampened routes will be unsuppressed. To display the information, use the following command in EXEC mode: 

	Command 
	Purpose 

	show ip bgp dampened-paths 
	Display the dampened routes, including the time remaining before they will be unsuppressed. 


You can clear BGP route dampening information and unsuppress any suppressed routes by using the following command in EXEC mode: 

	Command 
	Purpose 

	clear ip bgp dampening [address mask] 
	Clear route dampening information and unsuppress the suppressed routes. 


You can remove all contents of a particular cache, table, or database. You also can display speciﬁc statistics. The following sections describe each of these tasks. 

Clear Caches, Tables, and Databases 

You can remove all contents of a particular cache, table, or database. Clearing a cache, table, or database can become necessary when the contents of the particular structure have become, or are suspected to be, invalid. 

The following table lists the tasks associated with clearing caches, tables, and databases for BGP. Use these commands in EXEC mode: 

	Command 
	Purpose 

	clear ip bgp address 
	Reset a particular BGP connection. 

	clear ip bgp * 
	Reset all BGP connections. 

	clear ip bgp peer-group tag 
	Remove all members of a BGP peer group. 


Display System and Network Statistics 

You can display speciﬁc statistics such as the contents of BGP routing tables, caches, and databases. Information provided can be used to determine resource utilization and solve network problems. You can also display information about node reachability and discover the routing path your device’s packets are taking through the network. 

To display various routing statistics, use the following commands in EXEC mode: 

	Command 
	Purpose 

	show ip bgp preﬁx 
	Display peer groups and peers not in peer groups to which the preﬁx has been advertised. 

	show ip bgp cidr-only 
	Display all BGP routes that contain subnet and supernet network masks. 

	show ip bgp community community-number [exact] 
	Display routes that belong to the speciﬁed communities. 

	show ip bgp community-list community-list-number [exact]
	Display routes that are permitted by the community list. 

	show ip bgp ﬁlter-list access-list-number 
	Display routes that are matched by the speciﬁed autonomous system path access list. 

	show ip bgp inconsistent-as originating
	Display the routes with inconsistent autonomous systems. 

	show ip bgp regexp regular-expression 
	Display the routes that match the speciﬁed regular expression entered on the command line. 

	show ip bgp [network] [network-mask] [subnets] 
	Display the contents of the BGP routing table. 

	show ip bgp neighbors [address] 
	Display detailed information on the TCP and BGP connections to individual neighbors. 

	show ip bgp neighbors [address] [received-routes | routes | advertised-routes | paths regular-expression | dampened-routes]
	Display routes learned from a particular BGP neighbor. 

	show ip bgp paths 
	Display all BGP paths in the database. 

	show ip bgp peer-group [tag] [summary] 
	Display information about BGP peer groups. 

	show ip bgp summary 
	Display the status of all BGP connections. 


Log Changes in Neighbor Status 

To enable the logging of messages generated when a BGP neighbor resets, comes up, or goes down, use the following command in router conﬁguration mode: 

	Command 
	Purpose 

	bgp log-neighbor-changes 
	Log messages generated when a BGP neighbor goes up or down, or resets 
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